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Preface

This book presents recent advances in mechatronic and integrated monitoring and
management systems with application to architecture, archaeological survey, con-
struction management and civil engineering. It comprises 16 chapters, authored by
recognized experts in a variety of fields, including dynamics, signal processing,
inverse modeling, robotics and automation, applied here to the design and con-
struction of civil structures and architectural surveys, and the monitoring and
maintenance of cultural heritage assets, structures and infrastructure.

Topics include image processing for automated visual inspection, fiber-optical
sensor technology, embedded systems for cables and wireless sensor monitoring,
bridge inspection and monitoring of tunnel infrastructures, design tools for con-
struction engineering, and smart cities. Direct and inverse modeling of multibody
systems and robots contributes to the development of applications for civil engi-
neering and smart cities, for infrastructure inspection and condition assessment,
unmanned aerial vehicle (UAV) systems and direct data processing. Digital tech-
nology and mechatronic systems change the way of looking at restoration of his-
torical and archeological sites, analysis, inspection, visualization, management
systems and sensor networks for human–machine interfaces (HMI). The combined
use of geographic information systems (GIS), laser scanning, remote sensing,
digital thermography and drones as integrated systems is also discussed.

The book serves as a valuable reference volume for scientists, architects, engi-
neers, researchers and practitioners in engineering and architecture, as the integrated
development of new technologies for the design and management of existing and
new infrastructure may give rise to a new market for services and products designed
to provide safe and economically optimized infrastructure management.

Through the dissemination of advanced research concepts in mechatronics and
integrated management systems, our objective is to promote the exchange of ideas
and collaboration among researchers of different disciplines, and to contribute to
further advancements in the rapidly growing field at the intersection of robotics,
automation and information technology, for the integrated management of struc-
tures and infrastructure.

v
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The organization of the book into three main parts—“Robotics and Automa-
tion”, “Digital Technologies for Cultural Heritage” and “Civil Structural Health
Monitoring”—evidences the different backgrounds of the editors, unified by a
common interest. This perspective, which is expressed in the first chapter, reveals
the authors’ views regarding the integration of these three key aspects. A summary
of the main contributions of each part follows.

Robotics and automation are undergoing wide dissemination and effective use
throughout the industrial environment, with advances in related disciplines such as
mechatronics, informatics and mechanics, which are rapidly expanding in scope in
application for assisting, entertaining and interacting with humans.

Very recent applications can be seen in the use of robots and automated systems
in construction. In the MECH-Section, two chapters report new trends in the use of
cable-driven parallel robots in the field of civil engineering ICT and construction.
These robots have a moving platform suspended and operated by cables connected
to the base and relying on the force of gravity. Used in a broad range of applications
of manipulative tasks, they enable operation in an uncluttered working environ-
ment. In addition, the large workspace and ability to work in a 3D environment
make them suitable for a wide range of applications. In this context, a joint col-
laboration in the fields of mechanical and civil engineering has produced a con-
tribution discussing upcoming transformations in shell production by comparing the
conventional construction process with that of the future, influenced by
cable-driven parallel robots, including a discussion of conceptual design and eco-
nomic feasibility analysis.

The second contribution deals with the analysis and design of reconfigurable
cable robots for use in construction. The reconfiguration of the robots allows better
positioning capability and workspace for the proposed case study, which deals with
sandblasting and painting of a 3D tubular structure.

The algebraic and numerical techniques used extensively in robotics and com-
putational kinematics can be successfully applied to other disciplines. In this regard,
a contribution links distance geometry, traditionally used for position and motion
analysis of mechanisms, to novel applications dealing with tensegrity and
deployable structures. The design of novel structures with variable geometry relies
on a complete characterization of their valid configurations, defined by a system of
equations encoding the assembly, task or contact constraints. Different formulations
encode the equations presented.

Recent trends, also demonstrated by the outgoing H2020 calls, show growing
interest in smart and sustainable cities to better integrate environmental, transport,
energy and digital networks in the EU’s urban environments. In this context, a
contribution proposes a systematic approach for simulating a complex urban traffic
scenario. This can be extended and further implemented, being computationally
efficient, for the optimization of an existing traffic-road system or the design of a
new one.

Home automation is the residential extension of building automation, and
involves the interoperability of smart sensors and security. It represents a promising
market in the context of both technology and engineering techniques that exploit

vi Preface
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the integration of mechatronics and information and communications technology
(ICT) for the development of smart buildings. The contribution presents a
methodology for obtaining and analyzing requirements associated with residential
automation systems design.

In recent decades, the use of ICT for the interpretation, conservation and
preservation of world heritage has grown exponentially. In light of the many tools
and methodological approaches used by researchers for the analysis of natural and
cultural heritage and for communicating the results, UNESCO in 2003 was com-
pelled to define the significance of “digital heritage” and to establish its value and
the need for its protection.

For the analysis of the territory, geographic information systems (GIS) are
particularly powerful and effective tools, as they allow for modeling ranging from
large- to small-scale representations, with which a large amount of data is associ-
ated and can be processed and correlated with the digital model.

Indeed, in the Arch-Section, the first contribution discusses the use of GIS to
explore the effects of subsidence in the city of Bologna, as the valuable historic
building heritage and churches and monuments of the city are exposed to that risk.
Based on geostatistical methods, the system is able to analyze the spatial and
temporal evolution of subsidence phenomena and to reveal the roles of different
factors and their eventual mutual correlation.

In the architectural heritage field, numerous digital technologies and tools, each
different from the other, are available for surveying, visualizing and modeling. In
fact, the second contribution relates the use of thermal diagnostics as a
non-destructive testing method for the analysis of historical buildings. Using
analysis based on infrared thermography (of external walls), it is possible to cor-
relate the thermal properties with defects in the walls of historic buildings, and to
then apply a numerical calculation based on the finite element method on the results
obtained. This method is particularly well suited for the analysis of a special type of
historical building, known as “workers’ housing estates”, in Upper Silesia (Poland),
due to the typology, the material used and the location of those buildings.

In the specific branch of metric survey, laser scanning technology is the most
commonly used. The third contribution reports a detailed analysis of the current
technologies; specifically, the use of laser scanners is especially suitable for metric
survey of the structures and analysis of the materials of each individual element,
using the property of reflectance. Recent survey tools include 3D image modeling
used to obtain orthophotos for metric analysis, and the use of a multicopter with an
onboard Nikon camera to represent the architectural object as a cloud of millions of
points. The integration of all of these technologies is helpful for understanding very
complex architectural phenomena both in Italy and worldwide. Always more often,
monitoring to evaluate the structural plastic deformation of elements of historic
buildings is increasingly important in restoration. For this purpose, the integration
of various technologies is a key element. The fourth contribution shows how an
integrated system of 3D modeling, photo-modeling and laser scanning technology
is able to produce 3D computational modeling to simulate the static performance of
vaulted roofs and constructive elements of historic architectures. In the area of

Preface vii



www.manaraa.com

parametric modeling as applied to survey, the building information modeling
(BIM) concept is used in various approaches for cultural heritage. In the fifth
contribution, “H-BOM” is defined as BIM applied to a single object which makes
up the cultural heritage. The system is capable of detailed and accurate measure-
ment for semantic analysis of the building components based on 3D model with
different levels of architectural detail.

Research themes and interest in the integration of automation and information
technologies for inspection, maintenance, rehabilitation and management of exist-
ing structures and infrastructures has garnered increasing attention in recent years.
In addition, in the construction of new facilities, the embedding of technologically
advanced systems and methodologies can improve service life and reduce life-cycle
cost. In the CIV-Section, the first contribution presents a general methodology for
achieving so-called smart heritage, which can be obtained through properly
designed SHM systems, and when connected to an automated diagnostic system
can even self-evaluate retrofitting needs. After the general concept is illustrated,
three subsequent contributions with specific themes related to this concept. The first
provides insights into the potentiality of statistical learning algorithms, both
supervised and unsupervised, in SHM for real-time condition assessment of civil
infrastructure systems. This approach allows for the construction of a surrogate
model from the acquired data as a substitute for a high-fidelity model in the context
of data-driven models. The methodology is promising in view of large deployment
of distributed sensing for example in seismic urban areas. A second, similar con-
tribution deals with automated vibration-based structural health monitoring as a
useful alternative or complement to visual inspection or local non-destructive
testing performed manually.

The key challenge addressed here is in providing a robust damage diagnosis
from the recorded vibration measurements, for which statistical signal processing
methods are required. In this chapter, a damage detection method is examined
through comparison of vibration measurements from the current system to a ref-
erence state in a hypothesis test, where data-related uncertainties are taken into
account. The chapter presents an updated version of the current methodologies in
the specific field.

The interconnection between strengthening and sensing in the retrofitting of
ancient and modern construction provides an interesting contribution.

The chapter identifies a full-coverage reinforcement in the form of a polymeric
multi-axial textile methodology based on mesoscopic and multiscale representa-
tions within the context of characterization, identification and performance
assessment. Finally, the monitoring and maintenance of non-conventional structures
is investigated, including water tanks and the steel frames inside them, by con-
sidering the underground structures in service at the Gran Sasso National
Laboratory (LNGS).

Cassino, Italy Erika Ottaviano
Cassino, Italy Assunta Pelliccio
Rome, Italy Vincenzo Gattulli

viii Preface



www.manaraa.com

Contents

Mechatronics in the Process of Cultural Heritage and Civil
Infrastructure Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Vincenzo Gattulli, Erika Ottaviano and Assunta Pelliccio

Part I Robotics and Automation

Timed Cellular Automata-Based Tool for the Analysis of Urban Road
Traffic Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Camelia Avram, Adina Astilean and Eduardo Valente

Process Analysis of Cable-Driven Parallel Robots for Automated
Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Tobias Bruckmann, Arnim J. Spengler, Christian K. Karl,
Christopher Reichert and Markus König

Design of Reconfigurable Cable-Driven Parallel Robots . . . . . . . . . . . . . 85
Lorenzo Gagliardini, Marc Gouttefarde and Stéphane Caro

Distance Geometry in Active Structures . . . . . . . . . . . . . . . . . . . . . . . . . 115
Josep M. Porta, Nicolás Rojas and Federico Thomas

New Trends in Residential Automation . . . . . . . . . . . . . . . . . . . . . . . . . 137
José Reinaldo Silva, Javier Martinez Silva, Celina Pereira, Camelia Avram
and Sergiu Dan-Stan

Part II Digital Technologies for Cultural Heritage

Digital Technology and Mechatronic Systems for the Architectural 3D
Metric Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Marco Giorgio Bevilacqua, Gabriella Caroti, Andrea Piemonte
and Alessandro Ariel Terranova

ix



www.manaraa.com

Cultural Heritage Documentation, Analysis and Management Using
Building Information Modelling: State of the Art and Perspectives . . . . 181
Filiberto Chiabrando, Vincenzo Donato, Massimiliano Lo Turco
and Cettina Santagati

3D Survey Systems and Digital Simulations for Structural Monitoring
of Rooms at the Uffizi Museum in Florence . . . . . . . . . . . . . . . . . . . . . . 203
Sandro Parrinello and Sara Porzilli

GIS-Based Study of Land Subsidence in the City of Bologna . . . . . . . . 235
Rose Line Spacagna and Giuseppe Modoni

Infrared Thermography of Walls in Residential Buildings in Historic
Workers’ Housing Estates in Upper Silesia . . . . . . . . . . . . . . . . . . . . . . 257
Magdalena Żmudzińska-Nowak, Paweł Krause and Magdalena Krause

Part III Civil Structural Health Monitoring

Structural Health Monitoring Systems for Smart Heritage and
Infrastructures in Spain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
F. Javier Baeza, Salvador Ivorra, David Bru and F. Borja Varona

Data-Driven Approach to Structural Health Monitoring Using
Statistical Learning Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
Debarshi Sen and Satish Nagarajaiah

Vibration-Based Monitoring of Civil Structures with Subspace-Based
Damage Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
Michael Döhler, Falk Hille and Laurent Mevel

Numerical and Experimental Investigations of Reinforced Masonry
Structures Across Multiple Scales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
Eleni N. Chatzi, Savvas P. Triantafyllou and Clemente Fuggini

Monitoring and Maintenance of Customized Structures for
Underground Environments: The Case of Gran Sasso National
Laboratory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
Francesco Potenza

x Contents



www.manaraa.com

Mechatronics in the Process of Cultural
Heritage and Civil Infrastructure
Management

Vincenzo Gattulli, Erika Ottaviano and Assunta Pelliccio

Abstract Automatized survey, construction, inspection, maintenance, restoration
and reconstruction have become challenging activities conducted during the process
of cultural heritage and civil infrastructure management, due to the revolutionary
impact of mechatronics and information technology in routine operations.
The complete process is summarized, considering different aspects related to the
interconnection between classical engineering and architectural problems with the
emerging technologies related to automation, robotics and information communi-
cation technologies (ICT). The impact of new technologies on data acquisition for
survey, inspection and monitoring is, firstly, considered, drawing upon evidence of
how the use of robotized systems and sensor networks determines new sets of
available data to be processed by digital tools to build advanced models. The
integration among different information and numerical models permits one to test
the novelties related to the use of ICT technologies for creating an exhaustive
description of the examined facility. Data and models can be then used to identify
and to describe defects and degradation, especially in view of determining possible
performance reduction in existing structures. All the acquired knowledge oppor-
tunely managed constitutes the input for automated or partially automated
decision-making process useful in facilities and infrastructure management.
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Introduction

In the interest of economic and environmental sustainability, cultural heritage and
civil infrastructures increasingly require a defined process management system
capable of containing multiple innovative procedures, and made possible by the
introduction of mechatronics. This process results in the application of knowledge,
skills, tools, techniques and systems to define, visualize, measure, control, report
and improve new construction and restoration processes with the goal of meeting
customer requirements profitably. In the process, several tasks are interconnected
and likely to be enhanced by the introduction of new technologies. For example, the
survey, inspection, assessment, maintenance and safe operation of existing civil
infrastructure and historical sites mainly rely on large amounts of human activity,
although this may be dangerous or unsafe. These activities are indispensable for the
creation of information tools (geometric and numerical models), which permit
accurate evaluation and creation of successive activities in the decision process and
construction interventions. New construction projects follow similar processes, in
which attention is devoted to optimization and control, in order to assure matching
between design idea and as-built realization.

However, during new construction or improvement of existing facilities, con-
ventional inspection, monitoring and survey are based primarily on visual inves-
tigation methods, which are technically complex and performed by well-trained
staff. They are devoted to structures and structural components, including
large-scale constructions such as tunnels, bridges, roads and pipelines, or buildings,
caves, catacombs and brownfields, which may be hard to reach or inaccessible to
operators. Trained staff or operators with specialized equipment, such as industrial
climbers, large under-bridge units, elevating platforms, generally carry out these
tasks [9]. In particular, existing structures need regular inspections in order to detect
possible deterioration and to program their restoration and maintenance. Recursive
inspection may be classified in initial inspection, routine inspection, damage
inspection, in-depth inspection, fracture-critical inspection, underwater inspection
and special inspection [40]. It can be planned or due to an emergency, and it may
require an interruption of service of the infrastructure. The final goal is to extend the
construction life or planning restoration intervals, taking into account that different
sizes, geometries, complexity of conservation and environmental conditions require
different approaches.

Urban search and rescue operations in disaster relief, conflicts and disasters in
nuclear plants, for example, are extremely dangerous, particularly in buildings
where no prior information may be available. For these specific applications,
robotic inspections can be effectively used, as described in [51, 59]. Application of
a mechatronic survey is proposed in [56].

With regard to bridge inspections, a large amount of funds is spent each year on
non-destructive testing/evaluation (NDT/NDE) technologies. This is a critical issue
for bridges that were built not only in Europe but also worldwide in the mid-20th
century or earlier, because these bridges are reaching their life expectancy, leaving

2 V. Gattulli et al.
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questions about their structural integrity and deterioration levels. Thus, routine
inspection and maintenance are necessary to ensure sustainability. Commonly
adopted procedures on structural components still rely on prior visual inspection to
identify and evaluate deterioration, damage and faults. Automatic survey and data
acquisition are carried out by NDT permanent monitoring systems. Results can be
organized in a bridge management system (BMS), as reported in [24], in order to
evaluate bridge conditions and manage maintenance. Moreover, effective tools and
delivery systems for NDT inspection rely heavily on an inspector’s subjective or
empirical knowledge, which can lead to false evaluations. Inspection can be also
performed with specialized equipment like large under bridge units, large trucks,
special elevating platforms or scaffolding on structures, which are, in most cases,
expensive and require expensive logistical efforts as well as high personnel costs for
the specially trained machine operators. These units can cause disturbances in the
operational conditions of the structures. Specially trained staff, like industrial
climbers, can get access to certain parts of the structure, but they can rarely evaluate
the influences detected damage can have on these structures. Therefore, they can
only take photos or videos of the relevant part of the structure, which must then be
analyzed by civil engineers after data recording.

Underlying these activities is the survey, which is defined as the procedure of
acquiring all information, metrics, geometrics, about materials and technology
necessary to evaluate the sites for new constructions or the existing objects of study
(architectural or infrastructural). The survey is based on four phases: the first one
involves the knowledge of the object or the site with the acquisition of the docu-
mentary, iconographic and photographic material, which is fundamental to under-
stand its evolutionary phases. The second step is based on the choice of the method
for taking the measures, direct by using a single measuring instruments, or
instrumental with technologically advanced tools. The third phase includes per-
forming the sampling of the measures, based on discretization according to the
specified accuracy. The last phase involves the design of the basic technical
drawings (e.g. layout, section) and 2D or 3D graph models, using standards, symbol
graphic and metrological analysis. The survey practice follows the technological
development of measuring instruments. In recent decades, the laser scanning,
digital photogrammetry, total station or thermal imaging have simplified the pro-
cedure of data acquisition, but improving complexity of the post-processing. These
survey technologies are widely used in the field of cultural heritage and archeology,
because they rapidly acquire metric/geometric information and geo-referenced data.
Furthermore, they discretize the objects in millions of points (point cloud) in an
ontologically undifferentiated way, with the only variation according to the
numerical coordinates and color information. In addition, they acquire color
information about the materials using laser scanner and thermography technologies.
A further advantage of using these technologies is the capability of interfacing with
management, modeling and data visualization environments such as geographic
information systems (GIS) and building information models (BIMs). With regard to
historical sites, preservation and management of cultural heritage very often require
a complex strategy based on data acquisition, processing and programmed

Mechatronics in the Process of Cultural Heritage … 3



www.manaraa.com

intervention. In recent years the idea of programmed conservation has been
investigated. Programmed conservation is based on the continuous monitoring and
planning of intervention, risk analysis, and decision-making [71]. From this point of
view, the first step is developing efficient strategies for monitoring, which can be
planned as a function of several factors. In most cases, those sites are difficult to
access or dangerous for operators and require additional systems, such as unmanned
aerial vehicle (UAV). Therefore, the implementation of efficient technologies for
automation facilitates surveying and monitoring, which is preliminary to further
actions, as reported in Fig. 1. Indeed, the large amount of data potentially acquir-
able should be precisely selected to develop a specific objective of the process.
Consequently, automation and robotics may help one to acquire data, possibly in an
automatic manner, in order to generate information-based models, such as by finite
element method (FEM), BIM, GIS.

Data acquisition

MonitoringSurvey 

Data processing

Damage recording

Mechatronics:

Mechanics/Electronics
/Informatics

Task 

Design of 
intervention

Inspection

Reliability 
and safety 
evaluation

Structural 
assessment 

Cost evaluation

BIMGIS FEM
Models 

ICT  Digital tools

Construction Restoration 
Retrofitting 

Decision making Information processing 
and actions 

Database 
Management

3D Graphic models 

Topologic overlay 

Robotics and
automation ICT

Performance evaluation

Fig. 1 Block diagram of the process for new and existing facility management enhanced by
mechatronics and automation
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BIMs are digital representations of facilities that encode all the relevant infor-
mation about their life cycle from construction to demolition, including 3D design
drawings, schedules, material characteristics, costs and safety specifications.

This approach is emerging due to its capacity to interconnect with other infor-
mation environments, such as finite element method (FEM) or integrating directly
the data coming from structural health monitoring (SHM). While creating
as-designed BIMs (i.e. BIMs generated in the design stage of a facility) is a
straightforward process, and is becoming increasingly common, generating as-built
BIMs (i.e. BIMs that reflect a facility in its as-built condition) is a challenging, but
necessary process for facilities not equipped with an as-designed BIM [52]. These
potentialities open up a set of innovative research activities related to the integration
of data coming from different processes within a BIM environment. Among these is
information related to vision inspection, such as images that need to be accurately
treated to identify or detect damage and stored and referred into a BIM. Defects and
anomalies present in construction have to be hierarchized, in order to evaluate their
effects on the reliability and safety of the structure with respect to all possible
hazards or their potential impact on aesthetics and conservation of the property.
Consequently, the information process for the performance evaluation of alterna-
tives and decision-making procedures permits the design of interventions based on
the economic evaluation of costs. Finally, actions are taken for restoration, retro-
fitting, programmed conservation and maintenance, taking into consideration the
possible impact of innovative automation in all of these activities.

Following the proposed hierarchy of activities in the process management of
new and existing facilities, the Chapter describes the emerging impact of mecha-
tronics in each component of a unified process.

Automatic Data Acquisition in Survey, Inspection
and Monitoring

Automatic data acquisition in survey, inspection and monitoring can be integrated
using novel technologies such as robotics and automation. In the last decades, novel
applications of automatic data acquisition for surveying, combining digital tech-
nologies based on laser scanning, photogrammetry, thermography, and remote
sensing (e.g. aided by robotic and automatic systems) have been developed. In
particular, 2D and 3D graph modeling techniques reconstruct complex objects.
Thermography is used to assess the physicochemical behavior of conservation
treatments, such as stone cleaning and consolidation, and mortar repair as well as to
disclose any substrate features, such as tesserae on plastered mosaic surfaces. In this
regard, mechanical or mechatronic devices can be used as guided or autonomous
systems to carry equipment for an automatic relief of images and frames, especially
when the site of interest is difficult or dangerous to access.

Mechatronics in the Process of Cultural Heritage … 5
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In the context of civil engineering, SHM deals with the observation of a system
over time using sensors and the extraction of damage-sensitive features from
measurements, and the statistical analysis of these features to determine the current
state of system health. Recently, categories of SHM studies recall one (or a com-
bination) of the following: (1) anomaly detection, (2) sensor deployment studies,
(3) model validation, (4) threshold check, and (5) damage detection. This frame-
work should aid engineers specifying monitoring systems to determine what should
be measured and why, hence allowing them to better evaluate what value may be
delivered to the relevant stakeholders for the monitoring investments. In this con-
text, new technologies have being used in SHM activities among which two key
emerging ones are, namely, imaging and computer vision and microelectrome-
chanical systems (MEMS) sensors. Moreover, the use of guided or autonomous
systems carrying suitable sensors for inspection and monitoring has become a key
issue for operation management, especially when the site is dangerous or difficult to
access.

Therefore, robots and automatic systems can be used in the above-mentioned
fields to perform inspection and survey tasks, carrying sensors to acquire infor-
mation and monitoring structural elements arranged horizontally (using ground
robots) or vertically (climbing robots) or from above (aerial robots).

Automatic Data Acquisition for Survey of Cultural Heritage
Sites

The relief of a part of territory or architecture consists in a method, based on a series
of preliminary operations and measurements, able to return a 2D/3D graph model of
the metrically correct observed object.

The development of laser scanning techniques is relatively new, though it is
growing in the field of cultural heritage restoration, as well as in many others, like
architecture, engineering, geology. These tools allow one to determine, quickly and
easily and in an automated manner the position in space of a large number of points
of the surveyed object. The detection consists in measuring distances by means of
electromagnetic waves, also known as light detection and ranging (LIDAR). The
device transforms electrical, optical, thermal or chemical energy into a laser beam
that hits the object, generating a point cloud that describes the outer surface of the
object. These devices are mainly divided into two large families: time-of-flight
(TOF) and triangulation systems. In a TOF system, the laser at each point measures
three parameters, namely the distance between the center of the grip of the device
and the object hit by the laser beam (d), the angle of inclination (φ) of the beam in
relation to the vertical axis of the instrument, and the azimuth angle (θ) of the beam
emitted in relation to a horizontal axis. Most laser scanners reach accuracies
between 6 mm and 100 mm of the measured distance. In the laser scanners based
on triangulation, the laser beam is deflexed according to an incremental step, and it
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strikes the object according to a regular scan. The reflected signal (point or laser
line) is captured by a solid-state image sensor (CCD), placed at a predetermined and
calibrated distance (base) in relation to the point from which the laser is sent to the
object. According to triangulation, a point is detected as the intersection of two
straight lines of a known direction in space. Recently, several applications in the
field of cultural heritage have been developed using models based on integrated
technologies of surveying, such as the laser scanning and photogrammetry, with the
aim of obtaining a virtual model. These integrated systems create a virtual model
thanks to the geometric accuracy of the survey, photorealistic representations suited
for interactive navigation and manipulation in digital framework [29].

Digital photogrammetry is another new approach in cultural heritage surveying.
It allows one determine the shape and position of objects metrically, starting from at
least two separate images that represent the same object (stereoscopic couple). This
technique is used in cartography, topography and architecture. The development of
computers that can handle large amounts of data and computer graphics has enabled
increased speed, lower costs and ease of use. New software programs are available
able to manage all photogrammetric procedures (orientation and plotting). These
programs run on standard PCs and offer user-friendly interfaces, allowing them to
be used even by unskilled operators [42]. For this reason, digital photogrammetry
currently represents one of the most reliable, economic and precise acquisition
technique of data. The first outcome of the photogrammetric survey is a point cloud,
which can be integrated with 3D clouds, generated by other technologies, such as
laser scanners or total stations. The procedure is structured into four phases:
(1) acquisition of the image; (2) numerical transformation of each single point from
its position in the projected space on the picture to a 2D position in orthogonal
projection, defined as the image straightening; (3) graphics processing of
over-mapping on the rectified image, which provides the measurements and formal
characteristics of the object; and (4) redeployment of each straightened frame in the
2D space. The procedure makes use of software that can process the acquired data
and “dress model”. In particular, structure from motion (SFM) is a numerical
technique that allows one to reconstruct the shape of objects through automatic
collimation of points from a set of photos. Based on computer vision algorithms,
SFM extracts significant points from photos and, acquiring photographic parame-
ters, finds matching points across multiple photos, finding their coordinates in
space.

Image alignment allows for the automatic orientation of the images in space and
the extraction of the key points that are useful in the process of elaboration of the
points and the mesh cloud. The use of different software then allows for the
exporting of the point cloud in the most common extension files enabling one to
post-process the data in other frameworks. The point cloud, processed with SFM,
can be transformed into a photorealistic 3D model. In fact, thanks to the use of UV
texture maps, one can associate the image texture with the pixels of the image.

Based on the acquisition of infrared images, thermography, one of the major
non-destructive techniques, uses a thermo-camera to detect radiation emitted in the
infrared band from bodies subjected to thermal stress. Known as radiant energy, this
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is a function of the surface temperature of the materials, in turn conditioned by
thermal conductivity and the specific heat, which is expressed in quantitative terms
as the ability of the materials to transmit or restrain heat. With this feature, this
non-destructive technique is used for the assessment of several traditional historical
materials and structures after they had been conserved, restored or repaired using,
depending on the case, different treatments [6]. More generally, the primary
applications in the field of building are the insulation test, verification of water-
proofing, analysis of deterioration due to moisture, searching for causes of water
seepage and search for hidden structural elements.

Emerging Technologies for Structural Health Monitoring

Permanent observation of the structural behavior of constructions actuated by the
installation of a sensor is commonly referred to as SHM. This approach can be
viewed as a possible source of data for further analyses. In this respect, the technical
development of sensor technology has been rapid. Several new techniques are
available on the market and provide higher performance and more reliable mea-
surements for SHM. Fiber-optic sensors, advanced NDT methods such as acoustic
emission and radar-based techniques, in addition to MEMS technology together
with advanced data acquisition techniques and database automation supply have
benefited SHM.

In the last few years, vibration based monitoring has enjoyed a rapid and
extensive development due to the performance provided by the accelerometers.
Among the most utilized accelerometers are the piezoelectric, servo and
force-balance accelerometers and MEMS. The piezoelectric accelerometers take
advantage of the piezoelectric material properties to generate an electric charge
when they are subjected to a variable force. They are robust and reliable sensors,
having stable characteristics over time, but have difficulties in the measuring low
frequencies (below 1 Hz). In general, the servo-accelerometers are extremely pre-
cise, but are expensive, bulky and heavy. MEMS are sensors of a different nature
(mechanical, electrical and electronic) whose principle is based on the variations of
the electrical capacity that is produced by the acceleration imposed to the sensor.

Recent developments in MEMS, wireless communications, and digital elec-
tronics are producing low-cost, power-saving sensor nodes that are small, com-
municate untethered across short distances and possess multifunctional features [1].
In comparison, wired monitoring systems are typically implemented in buildings
and infrastructures with a relatively high cost per channel. Such a unitary cost can
quickly add up along with the logistical and operational difficulties inherent in the
network deployment. Smart sensors, which can include onboard communication,
processing and memory features, can combine the low-cost deployment and
installation procedures with the richness of the communicated information [43, 61].
In the last decade, wireless communications, low-power computing and sensing
technology have overcome several technical problems, permitting the monitoring of
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different typologies of civil infrastructures using wireless sensor networks (WSNs)
[60].

Regarding static SHM, in contrast to the traditional measurement technique
based on mechanical or electrical devices, innovative sensing systems based on
optical fiber sensing have been developed [33, 41]. Optical fiber sensing has many
important advantages compared to typical strain gauges: optical sensors are small
and very lightweight, they are immune to electromagnetic interference and corro-
sion, and importantly, they possess embedding capability [27]. The basic principles
regarding the monitoring of civil engineering structures using optical fiber sensors
is illustrated in [2]. A general system needed for a network of fiber optical sensors is
composed of a light transmitter, a receiver, an optical fiber, a modular element and a
signal-processing unit. One of the most widely used optical sensors is the fiber
Bragg grating (FBG), especially for the civil SHM, [11, 64]. A rough manner to
describe the mechanism of an FBG sensor is the following: when a broadband light
coming from a light transmitter passes through the grating of the sensor, a specific
wavelength, called a Bragg wavelength, is reflected; this wave corresponds a
grating period. If the grating is subjected to some deformation, the period of the
wavelength reflected will change and so it is possible to connect the deformation
with the variation of the Bragg wavelength. It is worth mentioning that the total
strain is given by the sum of the mechanical and thermal strains. For this reason,
optical measurements have to be purged by thermal effect. The complete set of the
SHM sensors can communicate and be connected to the central acquisition and the
signal-processing unit in two ways: wired or wireless. The rapid growth of
ICT-based solutions has led in the last few years to the important development of
WSNs [22, 26]. A typical sensor node contains a microcontroller unit, a radio unit,
some kind of long-term stable storage (e.g. Flash memory, SD card) and I/O
capabilities to support sensors. A recent review of SHM actions performed in Italy
has pointed out differences between permanent installations and short-term exper-
imental campaigns, with a particular focus on applications devoted to cultural
heritage sites, which have an important historic, strategic and economic value for
the country [25].

In most common cases in which one-day testing is operated instead of SHM
permanent monitoring, movable monitoring tools for specific testing on site are
traditionally positioned in planned interventions by specialized operators. In such
cases, automation process can play a relevant part in the process.

Automatic and Robotic Inspection

Robotics and automation are undergoing a widespread application in many sectors.
They were originally developed to be used in industrial environments. Then with
the advances of related disciplines, such as mechatronics, informatics and
mechanics, they have rapidly expanded in scope and application. Most recent
applications involve urban search and rescue, remote exploration [48], service and
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simulation [49], military intelligence and defense [69], manufacturing, cleaning,
healthcare and motion aiding [15]. The original scope was developed to substitute
humans in repetitive and dangerous tasks perfectly applies to the specific applica-
tion we are dealing with, that is monitoring and inspection of site of interest in a
broad sense. More specifically, robotic or automatic systems can serve an intelligent
agent to carry necessary instrumentation for the survey, monitoring or inspection,
due to planned or emergency response operations. According to the task, the site or
component may be reached and inspected by ground, serpentine, climbing or aerial
systems. In the following section, the main types of robotic and automatic systems
are classified.

Unmanned aerial vehicles (UAVs) are aircrafts without human pilots and can fly
remotely controlled by an operator, controlled autonomously by a computer or
semi-autonomously as a combination of both capabilities. This technology was
originally developed for military purposes, but in recent years, it has been applied in
different scenarios, such as in agriculture, where it is used for spraying pesticides, to
urban search and rescue or inspection [31]. UAVs may be classified according to
the flight type, as reported in Table 1. The winged drone with a multi rotor is the
most appropriate for inspection tasks.

More specifically, this flying method, obtaining lift from one or two rotors
rotated horizontally, similar to a helicopter, is classified as quadcopter, hexacopter
and octocopter, according to the number of rotors. For the application of UAVs in
the field of civil engineering and cultural heritage, these flight systems can be
equipped with different kinds of high definition cameras and other equipment with
many applications in the field of photography, photogrammetry, geology, geogra-
phy, meteorology, agriculture and forestry. Recent advances report studies on the
integration of UAVs, image processing and data acquisition procedures for crack
detection and assessment of surface degradation in structures and infrastructure
[39]. The UAV could follow a predetermined path or could move by visual ser-
voing and detects by the means of image treatment the size and location of defects
and cracks. The use of a UAV for inspection has multiple advantages over

Table 1 Classification of UAV according to flight type [39]

Flight mode Description

Fixed wing Relatively long-endurance due to small fuel consumption
Runway or open space is needed

Rotary wing Needs only a small space due to vertical takeoff and landing
As led fuel-efficient, long-endurance is limited

Tilt-rotor Variable take-off and landing
Difficulty of stability/reliability

Co-axial Flight duration and the system are stable, easy
Needs more drag
Time is needed for high-speed flight entry

Multi-rotor type Three or more multiple rotors are mounted
Vulnerable to wind
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traditional inspection methods based on expert personnel: (1) reducing work
accident risk, (2) lowering costs due to less logistics and fewer working hours,
(3) eliminating operating interruption required for the structure or infrastructure,
and (4) opening the possibility of using nondestructive techniques for inspection.

Ground mobile robots generally use wheeled/tracked, legged, a combination of
both types named as hybrid mobile, or hyper-redundant articulated systems called
snake or serpentine robots.

In general, legged locomotion requires higher degrees of freedom (DOF) and
therefore greater mechanical complexity than wheeled/tracked locomotion. Wheels,
in addition to being simple, are extremely well suited to flat ground, but they suffer
in overpassing obstacles that are greater than the radius (dimension) of the wheel
(track).

In addition, as the surface becomes soft or irregular, wheeled locomotion
accumulates inefficiencies, due to rolling friction whereas legged locomotion suffers
much less, because it consists only of point contacts with the ground. Theoretically,
legged robots can go where wheeled robots cannot, so they have a potentiality that
justifies the extra effort required controlling their locomotion, but they suffer from
some drawbacks, such as energy consumption, stability and locomotion speed, if
either we are dealing with two, four, six or more legs. The key advantages of legged
locomotion include adaptability and maneuverability in rough terrain. Because only
a set of point contacts is required, the quality of the ground among those points does
not matter as long as the robot can maintain adequate ground clearance [59].

A number of different leg configurations can be found in nature: mammals and
reptiles have four legs, and insects have six or more legs. In some mammals, like
humans, bipedal walking and even jumping on one leg are performed. Walking can
be performed either with static or dynamic balance. In order to achieve static
walking, a robot may have at least six legs [59]. In such a configuration, it is
possible to design a gait in which three legs are statically stable in contact with the
ground. The leg, which may have several DOF, must be capable of sustaining part
of the robot’s total weight, and in many robots must be capable of lifting and
lowering the robot. A classification of each individual leg can be also given, as
reported in Table 2.

A single DOF leg design is considered in [57]. In the general case of legged
mobile robots, a minimum of two DOF is generally required to move a leg forward
by lifting and swinging it forward. An additional DOF can be added for maneuvers
that are more complex.

Biped robots can have a fourth DOF at the ankle joint enabling more consistent
ground contact. In general, adding DOF to a leg increases its maneuverability, but
the drawbacks are related to additional joints and actuators, energy, control, and
mass.

Hybrid mobile systems were developed to exploit the terrain adaptability of legs
in rough terrain and simpler control and high-speed operation with wheels. They
can drive quickly and smoothly on flat terrain and can stably negotiate natural or
artificial uneven terrain.
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Hybrid robots can be classified into two main groups: first, legs (or sub-tracks)
and wheels (tracks) work independently and articulated legs (sub-tracks) provide
traction for obstacle-climbing when wheels (tracks) cannot; second, wheels are
purely passive and used to stabilize the system [50]. The solution dealing with an
independent sub-track is adopted in [48, 51, 69], in which robots are used for search
and rescue, inspection of nuclear plants or hazardous environment. The second type
of hybrid locomotion involves wheels (or tracks) installed on each leg. In particular,
the articulated leg efficiently overcomes obstacles that cannot be surpassed with
tracks or wheels only.

Serpentine or snake robots belong to hyper-redundant articulated mobile robots
[28] and can be used in industrial environment, but also for applications such as
pipe inspection, search and rescue, and military. They have the ability to negotiate
rugged or uneven terrain, such as concrete floors cluttered with debris, or unfinished
floors, such as those in constructions sites. They have the ability to climb up and
over tall vertical steps and stairs, and to travel inside and outside of horizontal,
vertical or diagonal pipes, such as electric conduits or water pipes. Serpentine
robots can be divided into two groups based on two characteristic features: with
active joints with legged, wheeled, or tracked propulsion, or active joints (wheels)
and passive joints (between two adjacent body segments).

Inspecting structures and infrastructure means often inspecting the surfaces
composing the different parts, and thus being in close and safe contact with the
surface is crucial in any direction regarding gravity.

Adhesion can be achieved by magnetisms, being most of the industrial elements
ferromagnetic, with either magnetic wheels or magnets in the body structure [13].
Magnetic wheels have the advantages to be in direct and close contact to the
ferromagnetic underground and thus having a reduced air gap essential for strong
adhesion.

Table 2 Classification of mobile robots

Type Characteristics

Wheeled 3 or more wheels (active and/or
passive)

Efficient motion on almost flat surface
Low energy consumption
Fast motion

Legged 1, 2, 4, 6, 8 legs
Each leg: 1, 2, 3 DOF

Efficient motion on uneven terrain
High energy consumption
High number of DOF—Complex to control

Hybrid Combination of legs and
wheels/tracks either active and/
or passive

Combination of locomotion types
Efficient use in complex unstructured
environment (exploration, nuclear, search
and rescue)

Serpentine Hyper redundant modular
robots with wheels or legs

Efficient motion on uneven terrain
Small size solution well suited for
inspection

Climbing Magnetic or pneumatic Efficient for vertical climbing inspection
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It is worth noting that, in the context of survey and monitoring in cultural
heritage sites and civil engineering, several NDT/NDE techniques are ripe for
automating. This can be pursued either by placing/installing/embedding sensors at
some critical points of structures (permanent monitoring). Alternatively, sensors
can be brought to the site of interest by an automatic/robotic system (survey or
non-permanent monitoring).

Note that visual inspection, like radiographic testing and active infrared ther-
mography, is based on the information that an image provides. In addition, if
sensors are mounted on a robot to control their position and orientation during the
acquisition, the use of suitable algorithms based on image processing is enabled/
facilitated [70].

Figure 2 shows a scheme of possible use and access of robotic and automatic
solutions for the monitoring and survey, which may be used in combination of the
well-established permanent monitoring.

3D Graphic/Numerical Modeling and Information Digital
Tools

The digital data acquired through the different technologies, summarized in the
previous section, furnish generally and directly or by means of a pre-processing,
meaningful input to different modeling and data storage environment. This section
describes the most used digital tools, which take data from automatized acquisition
system; the analysis of the different tools permits one to evidence the possibility to
get information from independent model environments, which can possibly be
merged and used for further decision and performance evaluation.

Mobile robots
Serpentine
Climbing
Permanent monit.

Fig. 2 Example of automatic/robotic access to an infrastructure
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Automatic Processing of Data in GIS

GIS can be included within information technology communication (ITC), since it
is based on the use of computer applications for the storage, retrieval, manipulation,
analysis, display and share the geographically referenced data [63]. It was created in
1960, but only in recent decades research on both the methodology and application
of GIS has greatly developed all over the world, as a very important and versatile
tool for many different geographical fields, including natural, social and medical
sciences as well as historical, archaeological, architectural and engineering [30].
The increasing use of these systems has prompted the international community to
draw up a very well-structured set of standards to define, describe and manage
geographic information with the purpose of facilitating the interoperability of GIS,
including interoperability in distributed computing environments [34]. In detail, the
ISO/TC211 specifies the methods, tools and services for data management, by
acquiring, processing, analyzing, accessing, presenting and transferring such data
between different users, systems and locations. These standards are organized into
themes for the geographic information technology framework: architecture &
framework, metadata, data content & definitions, core data model, data exchange
formats, data interchange and services, data quality, spatial referencing and
imagery.

Based on ISO TC211, the GIS design requires only two descriptors, what is
present and where it is, to represent geographical phenomena of the real world [12].
Thus, GIS features depend on the specific application, and its use is defined via a
link between the database and digital cartography (geo-localized). In particular, the
alphanumeric and iconographic data are linked to vectorized cartographic units
(point, line, polygon) or to raster elements (center of pixel) [54]. Briefly, these
systems create maps of the territory with different themes to which it is possible to
associate datasets (with attributes and locational information). The result is the
possibility to establish a “cross-correlation” among the different data and return a
full view of the results without sacrificing readability. In fact, through the process
known as “overlaying,” GIS enables the representation of a variety of information
pertaining to the real world on the same map sheet. Therefore, thanks to the great
flexibility of GIS, in combining the information from cartography sources (i.e.
maps), earthbound surveys, remote sensing (i.e. aerial and satellite imagery) and
transforming and manipulating interactively in one spatial structure [36], it is
widely used for the management and monitoring of environmental and urban fac-
tors and the use of the land. With regard to territorial management, GIS is partic-
ularly used in the development of technological networks and the mapping of
geological risks, such as those induced by earthquakes, hydro-geological events. In
the scientific community there are in fact several applications in the field of man-
agement, such as the coupling of eco-hydrological modeling with remote sensing,
landscape ecological analyses and GIS to develop a series of indicators of water
catchment health as part of a geographical audit of environmental health [5] using
multi-criteria analysis based on GIS as a model to support and to integrate the
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decision of the multiple actors of land management [35]. In several other instances,
GIS analysis has proved to be a valuable tool in monitoring, such as the system
applied to the monitoring of the effects of excavation in sensitive urban environ-
ments [21].

The integration of remote sensing techniques and GIS has an increasingly wide
range of applications in many different fields of land survey and most earth science
disciplines, including military, intelligence, commercial and economic planning,
and humanitarian applications, due to the possibility to import the numerical data of
aircraft or satellites into GIS. The application of Geo-information in current usage
intended as remote sensing techniques, together with GIS, is also used to analyze
and assess many urban phenomena: for instance, using multi-temporal Landsat
Thematic Mapper data, the land use/cover change detection is carried out and by
using a GIS-based modeling approach, urban growth patterns are analyzed. The
integration of remote sensing and GIS is further applied to examine the impact of
urban growth on surface temperatures [19].

With regard to enhancement, territory and cultural heritage management, two
different tools have taken shape over time, depending on the scale of representation:
the system currently known as GIS, to manage urban and territorial scale data and
the system known as architectural information (AIS), which is concerned with
architectural scale data. With the aim of integrating the two systems, the new hybrid
system, based on 3D representation, has recently been created, capable of solving
the problem of scale range [47]. The use of scale range is very important, for
instance, in the analysis of historic small towns, which requires a system able to
perform analyses in urban planning, but also in archaeological contexts or archi-
tectonic fields, respectively, by tuning the scale of representation from small,
medium or large. Moreover, the benefits of GIS in the context of cultural heritage
data management mainly relate to visualization and communication using the
interfaces of the Web Information System [46]. Valorization, in the current inter-
national conception, is the knowledge and dissemination of the gathered
information.

For this reason, informatics and telematics are becoming more and more fun-
damental in playing a critical role to understand, protect and manage cultural
heritage. In any case, the design of a GIS should always take into account that “the
complexity of the territory consists not only of metric parameters, such as
dimensional and formal aspects or the management of digital models taken directly
from photographs or derived with some manipulation, but also a large part of the
complexity lies in the field of non-visible phenomena, which transform the territory
and determine the quality of living and the environment” [44].

It is a mistake to think about information systems as only the equivalent of old,
but technologically advanced maps, because they function as a cartography and as
interactive information tools at the same time: by means of computer networks the
system is able to evolve, to load new applications and finally to integrate data
continuously. The features of GIS allow the investigation of the results of the
analysis of new technologies applied in the field of survey. In recent decades the
development of technologies, such as laser scanning, thermal imaging camera,
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aerial photogrammetry aided by drones, for the survey of architectures, structural
aggregates, urban areas and so on, requires an increasing number of systems cap-
able of making a logical link between the database management system (DBMS)
and the relative raster or vector cartography, in specific spatial references. It is well
known that 3D laser scanner technology can be used as a scanning operation in any
complex environment or space. Moreover, the system can directly connect 3D data
of scanned objects or scenes (in any large, medium and small scale, complex,
irregular, standard or nonstandard, etc.) to computers, and then it quickly gives back
3D model and cartography data, such as line, surface and space [16]. The laser
scanning operation acquires the object as a data point cloud, which can be post
processed, such as mapping, measuring, analyzing, emulation, simulation, dis-
playing, inspecting, VR, and so on. In laser scanning technology an object is hit by
an artificial light ray, laser light (LIDAR), at a very high speed which, by measuring
the reflection time of an electromagnetic radiation (monochromatic light wave),
enables to determine the position (distance) of hundreds of thousands of points in a
given metric and topological reliability. Furthermore, the recording wave intensity
of return laser light allows detecting the reflectivity values of the materials,
radiometric coefficient (intensity at last pick point) known as reflectance. In the
laser scanning process, the reflectance values are associated with the individual
points through the red, green, blue (RGB) color space. The reading and analysis of
the RGB values of the detected points enables one to make attractive valuations,
especially in the identification of the elements of the architectural object and any
degradation.

GIS assists in post-processing the reflectivity data of laser scanning due to its
topological features (geo-localized points). Taking advantage of the geo-referencing
of the cloud, GIS can import the 3D model, or digital surface model (DSM)—that is
the cloud points acquired with scanning—within information structures using
ASCII files to process the coordinates of all points of the cloud and the extension of
the drawing exchange format (DXF) file for readability. Once the cloud is imported
in GIS, the system is able to recognize for each point P (x, y, z) the color value of
the RGB color space. Moreover, with the aid of a few queries, it was possible to
segment the entire data in into different layers depending on the range of the RGB
value.

By comparing these ranges with the values of the last pick point (Info Point
Cloud), it is possible to associate each range with a different object—a material
such as an organic coating, for example (Fig. 3).

The structured information system thus allows the single or simultaneous
reading of the identified layer, thus allowing the performance of metrics and
quantitative evaluations as well as on the 3D digital model [45].

Recently, thermography technology, applied in the energy assessment of
building or urban areas, has taken on a particularly significant role in the diagnosis
of a historical building due to its non-destructive approach. This technology is
increasingly used to detect, for example, any closures of openings in walls under
plaster, the type of masonry, the presence of lintels or stone columns, geometry of
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vaulted surfaces (false times), the degradation associated with the detachment of
material, organic coatings or infiltration and thermal dispersion.

Thermography is based on the measurement of the infrared radiation (heat
intensity) emitted by a body hit by natural light. The result of the thermographic
survey is a raster thermal image of the object, or a map, in “false colors” as the
“representation of the thermal state”: the system associates the relative color with
each different surface temperature. The variation of the color (from dark purple to
yellow) depends on the temperature range chosen by the operator, according to the
internal/external temperature variation of the investigating object. In brief, the
thermographic camera detects and measures images in the frequency of the infrared
band, allowing one to see different levels of thermal energy emitted from an object.

The energy levels are much greater, in terms of emitted infrared radiation, the
higher the result in the temperature of the object itself. The variation of the energy
levels depends not only on the chemical composition of the materials of the object
investigated, but also on the presence of thermal bridges caused, for example, by
water seepage. The thermographic investigation is qualitative and the results are
enclosed in a raster image, in which the chromatic scale of the temperature range is

Fig. 3 Example of post-processing of point cloud, captured by laser scanner, by GIS
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selected by the operator. For this analysis as well, GIS is able to process not only
vector images, but also the raster results of thermographic analysis. In fact, by
reading the data from the center of the pixel, one can obtain colorimetric or Boolean
information. Using the application Map Algebra, which operates with
algebraic-own math functions on pixels of the images, one can process raster input
data, obtaining new raster maps (Fig. 4). Starting from the raster image of the
object, with the thermographic camera, GIS can rework the image and produce new
ones, each of which contains separately the information about the single parts of the
wall, such as bricks, mortar or mildew. The system achieves the new images by
subtracting from the “mother image” the pixels with the RGB value, or range of
values, corresponding to a specific material, generating a new raster image.

On these new images, one can perform quantitative assessments, which, how-
ever, depend on the property of the camera (size of the pixels and dpi image). The
new raster images can then be “smeared” on 3D terrain or building models, as GIS
is capable of doing [45].

Digital photogrammetry is thus able to create 3D surface models as a cloud of
millions of points. Using specific image acquisition procedures, which can even be
automated through the use of aerial (drones) and terrestrial (mobile robots) systems,
one can obtain a 3D surface modeling of the object, including the geo-localization
and a specific project of gripping points. In the photogrammetric processing, the
digital images are enhanced by software able to generate 3D spatial data of a
surface model upon which it is possible to apply the texture, generating photore-
alistic models. The density of the point cloud can be higher of lower depending on
the number of points chosen by the operator. The possibility of analyzing the 3D
model surface in GIS creates a very important tool because of the interconnection
between the data set and the geometry of object. This tool is very important in the
field of cultural heritage preservation, above all in archeology. Figure 5 shows the
computer vision approach that can create cloud and mesh model of a typical vaulted
surface in southern Italy (Lecce), and how one can import into the model in GIS,
both as mesh and textured models.

Fig. 4 Example of post-processing by GIS of raster images, captured by thermography: creation
of new maps
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Automatic Data Acquisition for BIM

Building information modeling (BIM) is a graphics and alphanumeric data model
regarding the life cycle of a building or a building complex, from the phase of
designing to realization and maintenance. BIM technology thus constructs an
accurate virtual model for planning, design, construction and operation of the
facility. The main aims of the system are to help architects, engineers and con-
structors (AEC) to visualizing what is to be built in a virtual way, identifying any
potential design, construction or operational issues and encourage further integra-
tion of the roles of all stakeholders on a project [7]. The greater efficiency of BIM is
mostly in architectural design due to the ability of the system to communicate and
integrate all tools relating to the metric list of price, the development of photore-
alistic images, land registries and energy certification. In structural fields, BIM
decreases the time of communication between modeling packages and calculation
programs, because it avoids re-modeling of the structure, reducing possible human
errors, transferring information on the sections used (e.g. materials and the char-
acteristics of the construction elements). In plant engineering the system facilitates
dialogue and the integration of data (output of different software) relating to the
sizing and placement of the implants, and the modeling and metric list price cal-
culation. Infrastructure design generally requires a high degree of control of the
project in each phase and the integration of related design disciplines. BIM helps
avoid mistakes and information deficiencies, turning information into insight to
optimize designs and help accelerate approvals, resulting in more effective and
resilient infrastructure. In the constructive process, the system allows a more
accurate control on the phases and on the sequence of the process. It controls the

Fig. 5 Mesh and texture model surface imported in GIS: typical vault surface of Southern Italy
(Lecce)
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cuts and scribing of the pieces with assisted machines, defines project management
that involves all stakeholders in the work and facilitates the management of the
shipyard allowing the manager to follow at a distance for example the storage and
positioning of materials. During the life of the building, a BIM system with all the
data acquired allows the implementation of the facility manager, which is the new
frontier for many of the maintenance processes.

In the context of this chapter, the interaction of a series of available automatized
technology (UAV, robots, smart glasses, drones) able to acquire data that can be
utilized to construct BIMs of existing constructions has garnered much interest.
These models are named as-built BIM (AB BIM) emphasizing the fact that the
models are reporting the features of an already constructed object. Creating an
AB BIM requires two major steps: data collection, to capture the as-built condi-
tions, and data modeling, to generate compact, but rich representations readily
understandable by other processes.

Auspiciously, the 3D reconstruction field, related to computer vision and/or 3D
laser scanning techniques, filled the technology gap, offering off-the-shelf tools for
generating 3D models of scenes. Consisting basically of a set of 3D points endowed
with 3D Cartesian coordinates and possibly color information, these models that are
denoted as point clouds are useful for visualization or augmented reality purposes
(see the bridge represented in Fig. 2). However, the data modeling side continues to
be deficient, and the problem of converting the raw point cloud into a semantically
rich BIM model is far from being settled [52]. The commercial and academic tools
available at this point to perform this conversion require extensive human inter-
vention, making them expensive and prone to error. Given the expected economic
impact, automatically generating AB BIMs from point clouds is a key objective for
the industrial, academic, and governmental parties involved in the architectural/
construction and facility management industry (AEC/FM). In this respect, a set of
images acquired by UAV and human-based vision permit one to reconstruct a cloud
of points that can be converted in a BIM, such as in the case of bridges [55].

Integration of Sensors and Acquired Data in BIM

The benefits associated with the installation of SHM as recently outlined may have
different applications [67]. Certainly, the raw data measured by the sensors must be
processed and put into a geometric context within the infrastructure asset, which
facilitates the interpretation and analysis of the data. This supports informed
decision making, which in turn leads to effective actions. Recently, a new approach
has been proposed that enables the modeling of a structural monitoring system in a
BIM environment, thus permitting sensor data storage be visualized directly on
BIM models [18]. A case study related to a pre-stressed concrete bridge demon-
strates that by including and visualizing monitoring data directly on BIM models
the acquired data gain geometric context within the built asset, which facilitates
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better interpretation, analysis and all the data-sharing benefits associated with the
BIM approach. In the case, the data measuring dynamic strain changes at discrete
locations obtained by 140-fiber Bragg grating sensors installed on the main struc-
tural elements of the bridge, which are visualized in the BIM of the bridge.
Recently, the bridge and engineering firm Mabey has unveiled the industry’s first
“Live BIM” tool, which will bring real-time monitoring of stresses on build-
ings. Using Live BIM, 3D models of buildings, rail, roads and bridges are con-
nected with real-time sensors (FBG, accelerometer) as permanent SHM. It
combines 3D modeling with other data and creates digital graphics evidencing
problems [37]. A real-life and novel integration between BIM and radio-frequency
identification (RFID)-based wireless strain sensor technologies has been proposed
to enable automated structural condition assessment [8]. In this case, BIM has been
used as an ideal 4D graphical computing environment for integrating SHM with
management practice. This system can rapidly identify and locate the spot where
pre-set strain or crack has happened and the corresponding structure element of the
BIM model is automatically highlighted to provide an alert signal. A custom
developed middleware was developed to enable automated sensor data entry into a
BIM environment and thus avoid possible human-related errors.

Structural Finite Element Model Updating by BIM Data

The process of automation in the construction of new properties or in the man-
agement of existing ones cannot avoid in the future the interconnection between
BIM and finite element analysis (FEA). In new construction, full integration of BIM
and FEA allows for the complete control of structural design during the entire
development through initial design, manufacturing processes and construction
through the structure’s life cycle [23]. Moreover, the potential for reducing the
environmental impact of structural systems through a more efficient use of materials
has been developed through a holistic and integrated methodology that utilizes BIM
capabilities combined with structural analysis and life-cycle assessment
(LCA) [20].

The process of automatization in the construction of a finite element mesh used
to describe the analyzed structure needs the knowledge of the geometry of the
object, which can be defined both for BIM and for FEM, and it can be acquired
either by laser scanner or by image processing techniques, such as those explained
in the previous section. Sometimes the processes of automatic data acquisition are
used for both BIM and FEM in an interconnected manner.

In other cases this possibility is explored just for one of the two modeling
ambients, BIM or FEM. On the one hand, the case of a medieval tower, a new
semi-automatic procedure to transform 3D point clouds of complex objects to 3D
FEM has been recently presented and validated [14].

On the other hand, the landmark building of the World Expo in Shanghai, which
has a free surface with single-layer reticulated shell structure, has been analyzed
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using BIM-FEM technology to model the Sun Valley, including architecture
modelling and structure analysis.

The new approach is viable and effective in combination with different software
such as Rhino, Revit, and Midas in solution of the complex-shaped surfaces’
structure for modeling and calculation [68].

The area of integration between BIM modeling and FEA is still in its infancy,
but holds immense potential, especially if defined within a common framework of
the entire process, as discussed here.

Information Processing and Decision-Making

The integration among robotics and automation as well as ITC allows one to
generate very reliable models and define digital tools for the decision-making
phase. In this phase the information that should be processed comes from the
transformation of the output of the acquired data that have been used to create
models (GIS, BIM, FEM).

The output of the modeling can be further enhanced together with other infor-
mation from a direct treatment of other data, as in the case of the damage detection,
which is expressly considered in this section. Finally, the outcome of the infor-
mation processing helps operators and local governments in decision making.

Techniques for Damage and Defects Detection

In the last two decades, digital image processing has been introduced for identi-
fication and measure of defects in civil infrastructures. In this regard, in recent
years, many research endeavors have attempted to empower visual inspection and
optical imaging by quantitative image analysis or to achieve automatic or semi-
automatic damage detection [17]. It has to be mentioned that a large percentage of
damages (e.g. cracking, spalling, deformation, or collapse induced debris) in
buildings and bridges may be captured using a commercial digital camera.
Therefore, visual inspection for damage detection can be linked to image analysis
and processing. Digital image processing allows for the extraction of quantitative
and qualitative information of a reproduced scene starting from one image and
producing a modified version of that image through calculation by numerical
methods or discrete units.

The two main tasks are (1) object recognition, and (2) damage recognition and
quantification.

One of the most used techniques for object recognition is based on Haar
wavelets. They are natural set basis functions, which encode differences in average
intensities among different regions. This approach requires the training of an object
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detector by means of a process of learning [65], with a database of positive and
negative images.

Another approach is related to finding correspondences between two images of
the same scene. The search procedure for finding discrete image correspondences
can be divided into three main steps: first, “points of interest” are selected at
distinctive locations in the image, such as corners, blobs, and T-junctions. Second,
it requires that a feature vector represents the neighborhood of every point of
interest. This descriptor has to be distinctive and, at the same time, robust to noise,
detection errors, and geometric and photometric deformations. Third, the descriptor
vectors are matched among different images [10].

Image processing-based methods can be classified as based on color information,
textural information or a combination of the two, to segment and extract regions of
interest in images. Texture and color-based segmentation approaches are the pri-
mary modes of segmentation employed for image analysis. While both approaches
have important applications in image processing methods, the color-based methods
have been researched to a much greater extent. Texture may be considered as an
innate property of surfaces, and this technique finds particular relevance in cases
where the regions of interest are more separable from the background based on their
texture than color.

Color detection techniques allow for fast processing and are highly robust to
geometric variations of the object pattern and viewing direction [38]. The most used
color space is RGB, where each color is represented by the components (red, green
and blue), which are added together. In the last few decades, this method has been
used for many applications, since this technique can avoid problems related to the
illumination issues by applying a normalized color space. Damage and defect
detection can be then based on the contour and area detection methods that have to
be implemented in the framework for damage scene analysis, as it is described in
[55].

Figures 6 and 7 show examples of DIP for damage detection on a building and
a bridge. It is worth mentioning that in addition to monitoring and inspection, the
process of damage identification also can be semi-automatized [55].

Performance Evaluation

The results reported in the previous sections have evidenced that it is possible to
have an indirect impact of the use of automation and mechatronics in civil engi-
neering on the performance evaluation of a given structure. This potential
enhancement is directly related to design automation methodology in which the
technical uncertainty of inadequately defined design problems may be formulated
through the application of intelligent design systems [62]. Many leading companies
are exploring the potential of cognitive computing and artificial intelligence
(AI) where software learns and applies its new knowledge. In the future, AI could
run a whole range of complex systems, learning under human supervision then
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operating independently once it has achieved expert status using AI and learning
algorithms.

Integrating technologies from the disciplines of robotics, sensing and process
control are a decisive step on the road to automation. The oil industry is particularly
interested in bringing new tools together to create a network of interacting, intel-
ligent systems that will change how the oil and gas industry operates, delivering a
step change in asset performance [32]. In bridge management, the impact of
automation in inspection may affect directly the evaluation of the bridge condition
and its correlation with bridge reliability [24]. Indeed, the use of image processing
may reduce the uncertainties related to visual defect evaluation, which has been
used to determine the condition of existing bridges. Moreover, the same processing
of images may contribute to the determination of exact geometry of as-built con-
struction, which may be favorably used to construct a 3D-point cloud model from
which it is possible to generate a BIM model and consequently an FEM model,
eventually updated by acceleration measurements [55]. This process may have a
direct impact on the structural reliability evaluation, especially in reducing the
scatter in the involved quantities. The potentiality of automated integrated

Fig. 6 Example of defect analysis by DIP: from the original image (1), the crop area (2) is
selected identifying the defect and the boundaries (3)
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Fig. 7 Example of defect analysis by DIP: from the original image containing the selected
components (1) the boundaries and defect areas are identified (2)
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procedure from data acquisition to structural analysis are far from being fully
exploited, as is proved by the large on-going research in this area.

Decision-Making Procedures

The possibility of having decision-making (DM) procedure opens a vast area of
applications and it plays an important role in the life of constructed objects, both
historical and new ones. Decisions are required in the time span starting from
conceptualization of new objects or planning for the renovation of old ones and
covering design, construction, occupation, and decommissioning. Classical disci-
plines of engineering are also useful tool for facilitating decisions in civil engi-
neering. However, all of these methods can be seen as means of providing input
information for a formal DM.

The formal DM methods were intensively developed and applied to various
engineering systems in recent decades. They are known as methods of
multiple-criteria decision-making (MCDM). A recent special issue devoted to
several applications of these methodologies has been published in 2015 [3]. Among
these in our context, it is relevant that the framework developed for LCA and
life-cycle cost assessment (LCCA) has been applied to a real building case to
evaluate three possible alternatives for an external skin system. In the studied case,
it took approximately 12 h to perform the BIM for the three alternatives for the
external skin system, and the model provided information on the material quantities
required and energy consumed, which are key items of information for conducting
LCA and LCCA. The BIM made it possible to obtain the results of the quantity
calculation immediately [58]. However, automated data collection can be pursued
with different methods, and then introduces the automatic as-built BIM model
creation process through a case study, which also successfully demonstrated the
interoperability between the created as-built model and a typical energy simulation
tool. At last, a discussion is made about the limitations and challenges of the current
state of practice to enlighten the future direction [66]. It appears, then that BIM
procedures are prone to be interconnected with DM methods to give a full support
to the stakeholders. Indeed, BIM goes through a series of levels of development
(LOD) which represent increased detailing that can be taken into account along
with multiple-criteria decision-making (MCDM) [4].

Security and safety are activities, which are performed in order to keep people
and organization safe from attack. Safety is achieved by protecting objects of civil
engineering against fire, lightning, earthquakes, extreme winds, and contamination
events, which can negatively affect indoor air quality. Effectiveness of security and
safety can be characterized by at least two MCDM criteria (one for security and one
for safety). Further criteria related to them may be costs of security and safety
systems. We can add criteria, which measure impact of architectural and structural
solutions on security and safety.
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The presence of a number of criteria makes a case for the application of MCDM
to building design with respect to security and safety. In an MCDM oriented
towards security and safety, alternatives can also represent different architectural
and structural solutions influencing security and safety. The architectural and
structural solutions may seriously influence security and safety.

Making decisions in the design, construction and management of cultural her-
itage and civil infrastructure is a fully supported process through the integration of
new and emerging tools customized to the problem and coming from competence
related to mechatronics, automation and ICT in a continuing exchanging of mul-
tidisciplinary competence. In this context, the ability of GIS to acquire, for instance,
update data, to manipulate them and to analyze the results statistically, showing the
most suitable solution is helpful generally in the management. Moreover, the sta-
tistical analysis of events involved in how the monitoring system works can be
realized, of course, by many methods whose applicability at each event is deter-
mined by the combination of parameters that characterize the process studied [67].

In cultural heritage management the “informative representation” (in which the
physical, geographical and topological data are associated with the narrative and
cultural characters of landscape) of GIS combines “e-government” with the new
way of thinking about landscape protection, through the direct involvement of
citizens (individual or collective) and through the promotion of transparency, dia-
logue and participation. In cultural heritage monitoring to protect for instance the
historical or natural landscape, GIS can help the local government and operators to
assess, manage and mitigate risk related to human actions (e.g. overexploitation of
the soil) or physical vulnerability of the territory (e.g. seismic activity). The his-
torical towns combine the homogeneous urban composition with the precious
architectures and the natural environment: for these characteristics, they are defined
as “environmental monuments”. However, they have often arisen on particularly
seismic territories, thus requiring a clear prevention policy.

A 3D graphical model of an urban area, in which is stored all GIS data for the
city, can create a tool capable of defining the different levels of vulnerability
(indexes). Through direct or instrumental survey (e.g. laser scanners) one can
acquire all information regarding the urban settlement (city center), the structural
aggregates and units, to identify indexes defining the attention of the environmental
quality and the attitude to degradation. These indexes are subsequently linked to the
structural unit and represented by different colors on the 3D model, thereby gen-
erating rankings of risk: the different levels of risk are characterized by a color scale
(from a darker to a lighter color), according to the greater/lesser degree of criticality
(Fig. 8). This procedure defines the scheduled maintenance by identifying buildings
with a higher level of risk, thus suggesting priority actions to be taken on buildings
before the occurrence of a seismic event. The ratio of cromia/indexes is automat-
ically updated when the information system data are changed following ordinary
and extraordinary maintenance interventions on buildings: the updating is also
displayed through the chromatic variation on graph model [53].

The vulnerability of the natural landscape is often the result of human activity, as
in the case of mining exploitation. In many areas in the world, throughout different
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periods, intense mining activity has “disfigured” the landscape: the processing
methods have often altered the face of the mountain, removing the surface layer of
vegetation and plant soil. This activity creates substantial visual discontinuity and
accentuates the chromatic contrast between the light color of the bare rock and the
surrounding environment characterized by different shades of green. The preser-
vation of the landscape must always start with an exhaustive collection of
knowledge regarding the deterioration: to this aim, the design of GIS for the
governance of the territory may be of help.

At the base of the system, a data set relates the types of quarries (slope, summit,
etc.), size in square meters and quarried volumes, types of processing, distance from
the historical centers of the towns, and infrastructures and limitations by law of
national and European rules (Fig. 9). This system is designed as a control tool for
the excavation process and as a guide to defining the best interventions for recovery
of the exploited area.

Fig. 8 Example of assessment of seismic risk by GIS through hazard, exposure and vulnerability
indexes: historical town of S. Elia Fiumerapido (Southern Lazio)

Fig. 9 Example of analysis of mining activities by GIS: Coreno Ausonio district (Southern Lazio)
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Indeed, it provides local government and technicians a simplified reading of the
data and criticality measures of land use. In addition, by periodic importation of the
cloud of points periodically, the system is able to control the overexploitation of
each monitored quarry, and identify the rules irregularities [18].

Conclusions

This chapter has aimed to provide insight into the emerging technologies in the area
of mechatronics, automation and ICT, which will have an impact on the traditional
processes related to design, construction and management of cultural heritage and
civil infrastructure. The intent of the authors has been to frame a series of inno-
vative procedures affecting typical activities of the civil construction and property
and cultural heritage management market (e.g. survey, inspection, restoration, ret-
rofitting) within a completely integrated process. This research effort is aligned with
the concept of finding an interconnection among different disciplines in order to
create innovative solutions for challenging problems emerging in new sustainable
and environmentally compatible construction, and particularly from the perspective
of cost optimization in the management of existing properties, which may constitute
indispensable cultural heritage assets.
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Timed Cellular Automata-Based Tool
for the Analysis of Urban Road Traffic
Models

Camelia Avram, Adina Astilean and Eduardo Valente

Abstract The optimization process of urban transportation in smart cities is
strongly connected to the elaboration of specific, efficient models. In this context,
this chapter describes a versatile modelling formalism based on timed automata and
implemented in the UPPAAL environment for different complex and easily
changeable road traffic simulations. Microscopic models based on cellular
automatons are analysed in order to simulate the behaviour of different vehicles in a
specific group of urban streets. The proposed models integrate the main traffic
elements present in urban traffic: streets with multiple traffic lanes; different types of
vehicles, including automobiles, buses and trams; intersections controlled by traffic
lights; bus and tram stops inside and outside of the traffic lane, pedestrian cross-
walks; and parallel street parking. The basic concepts are detailed starting from
scenarios which first merit to highlight possible modelling techniques and structures
and to facilitate a comparative analysis of the limitations of the presented models.
The models based on traffic cellular automata (TCA) have appropriate results inside
of the urban traffic theory.

Keywords Urban traffic ⋅ Modelling ⋅ Simulation ⋅ Cellular automata
Formal verification

Urban Traffic Theory

Historically, traffic congestion has been regarded as a problem confined to major
metropolitan areas. Over the years, the traffic problems that existed in densely
developed urban areas have begun creeping into the suburbs. Automobile tech-
nology advances have allowed more people to drive and the feverish modern
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lifestyle has caused traffic congestion problems to appear even in small towns. This
hectic scenario has given rise to the need for new solutions that improve traffic
circulation, and traffic simulations have played a key role [1].

A good understanding of road traffic dynamics is fundamental to assist the
choice between the strategies that are more efficient and more appropriate. In this
context, simulations that reproduce the eventual effect of traffic change parameters
may be extremely important for an improvement of road traffic circulation [2].

In this chapter, the fundamental concepts of the urban traffic theory are pre-
sented. Firstly, the main physical variables involved in the traffic road problems
(flow, average speed, and density) are shown, as well as different approaches to
express those variables. Afterward, relational diagrams between these variables are
depicted and their theoretical behaviours are exposed. A presentation of some
microscopic models for traffic road simulation closes this chapter [2].

Fundamental Concepts of the Urban Traffic Flow
(Traffic Parameters)

The traffic behaviour can be evaluated by the following variables: flow (J), average
speed (v) and density (ρ). These parameters are called traffic parameters, i.e., those
variables that help to determine the road condition at a particular time. Traffic flow
is defined as the quantity of vehicles that pass through a road section in a given
period of time and its units are vehicles per time unit. The average speed is given by
space units travelled by those vehicles per time unit. The density is determined by
the number of vehicles per space unit [3, 4].

In this section different methods to calculate the urban traffic parameters are
presented. The different expressions provide the necessary background for the
utilization of urban traffic parameters in the course of this work [2].

The variables’ behaviour is defined in the space-time diagrams, which represent
each vehicle’s trajectory in a period.

The traffic characteristics range in time and space. In order to simplify these
variations, commonly average values for the traffic parameters are adopted. These
average values may be temporal or spatial values. Thus, there are different
expressions for the traffic variables: When one road is considered in one time
interval, it is called temporal average; or a lane stretch in a time instant is called a
spatial average [2, 5].
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Spatial Average

The density for a lane stretch (L) in a time instant (dt) is the number of trajectories
(vehicles) on this stretch at the time instant t1 divided by the considered length
(L) [2].

Equation 1 shows the mathematical expression of traffic density.

ρ=
n
L
, ð1Þ

where n, is de number of vehicles present in the traffic stretch L.
The vehicles’ average speed on this traffic lane stretch can be expressed by the

following equation:

v ̄ =
∑
n

i=1
vi

n
, ð2Þ

where vi is the instant speed of the vehicle i in the considered stretch. For a
permanent regime of speed, it can be calculated by:

v =
J
ρ
, ð3Þ

In other words:

J = ρ× v, ð4Þ

As in this case is considered the vehicles speed on a section (v):

J = ρ× v ̄, ð5Þ

The traffic flow equation can be written:

J =
∑
n

i=1
vi

L
, ð6Þ

Temporal Average

In the previous case, the information is a function of a single time instant from the
considered traffic lane stretch. Normally, when is necessary to obtain real data,
motion detectors are installed in any traffic lane [2]. Therefore, it is necessary to
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define expressions that consider multiple measurements on the same traffic lane
section xk. The traffic flow is given by the number of vehicles that cross a deter-
mined lane section (m), in a certain time interval (T), i.e.

J =
m
T
, ð7Þ

The vehicle’s average speed that crosses the lane section is expressed by:

v ̄ =
∑
n

i=1
vi

m
, ð8Þ

vj, is the vehicle’s speed that crosses this section. Substituting Eqs. 7 and 8 into
Eq. 5, the average density of vehicles on that lane section is given by [2, 6]:

ρ =
m2

T × ∑
n

i=1
vi
, ð9Þ

Traffic Flow and Density

The traffic flow has three different phases [7, 8]:

• Low-density region, called free traffic flow. This phase, generically, allows the
driver to achieve a desired speed, approaching the maximum speed permitted.

• Median density region, c1 < ρ < c2, where the traffic flow is not exclusively
defined by density. The traffic configuration influences directly its flow, and may
cause a free or congested flow. This region (the middle density) is also known as
meta-stable region;

• High-density region, ρ > c2, where the traffic flow drops as the density
increases. The large concentration of vehicles causes them to cluster in traffic
jams and a vehicle that leaves a place from the traffic jam will find congestion
just ahead. This type of traffic is characterized by the behaviour of starting and
stopping.

Models for Simulation of Vehicular Traffic

Mathematical models for traffic simulation can be divided into three different
approaches: macroscopic, mesoscopic, and microscopic models [9, 5]. Figure 1 rep-
resents schematically these three different methodologies (Image adapted from [4]).

38 C. Avram et al.



www.manaraa.com

Macroscopic Models

The macroscopic analysis describes the global behaviour of traffic streams.
Therefore, they relate density, flow and average speed parameters of the vehicles.
To study its behaviour, the macroscopic approaches apply hydrodynamic rules.
This is the reason why this approach is also known as traffic hydrodynamic analogy.
For its features and considerations, macroscopic models are successfully applied in
the study of high-density traffic, but they cannot provide accurate results easily for
rarefied traffic situations [4, 10–13].

Mesoscopic Models

The mesoscopic models represent the behaviour of a group of vehicles, i.e., bases
its traffic analysis in a group of vehicles that behaves according to some logical
grouping criteria: an expedition, congestion behaviour, etc. [4, 10–14].

Microscopic Models

Microscopic models are the ones that focus the individual behaviour of each vehicle
to obtain the global behaviour of a traffic road. They consider the interrelated
parameters that determine the vehicle’s dynamics. For example, knowing the
acceleration of each vehicle at each time instant its position and speed can be
known, after a time interval [4, 10–14].

Fig. 1 Main strategies for
traffic simulation
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Microscopic Models

A type of microscopic modelling that has been largely used in traffic simulation is
based on cellular automata, due to its versatility and simplicity. The first proba-
bilistic model that reproduced the basic traffic conditions with the use of simple
transition rules was proposed in [15–18].

One of the most studied models in traffic road simulation are the microscopic
models, using the persecution model (car-following), which was developed at the
end of 1950s. This model has as first objective the translation of speed variation of
the tracker vehicle. The speed variation is a response function of the speed stimulus
between a vehicle and the vehicle in front of it, called leader vehicle [2].

Urban Road Traffic Modelling Issues

The formalism adopted for modelling the systems considered in this work (road
traffic systems) is timed automata (TA) [12, 13, 19–22, 17, 18]. This formalism is
widely used on several domains for modelling behaviour of physical systems due to
its non-determinism characteristic [16, 23, 24, 25, 9].

In addition, because the UPPAAL simulation and verification environment is
used for performing the simulation and formal verification analysis techniques, the
edition of those models was implemented on the editor of this software tool, as
performed in [26–30].

Each example presented in this chapter defines a concrete problem and the
model’s evolution until the creation of the final model that contains all the features
needed to implement in the case study.

The main aim of this work is to create a systematic approach for traffic road
models. This systematic approach can only be obtained using modular structures.
This model also must be easily extendable, reused and contain a large level of
detail, in order to be possible implementing the complex scenario proposed. The
solution implemented to create such versatility features introduced matrices that
provide a compact environment for discretization and modelling the physical
environment.

The models presented in this chapter are divided into two levels of complexity.
The models of low complexity consist of the following:

• A model with one traffic lane and one automobile.
• Two models are presented to describe a traffic lane with several automobiles

travelling simultaneously.
• The complexity increases model by model. The models with a high complexity

represent the following situations:
• Four traffic lanes connected by an intersection and the automobiles chooses the

next street to continue its journey.
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At the end of each subchapter, we present the features, advantages and/or lim-
itations of each proposed model.

Low Complexity Modes

The first models created contain the simplistic interactions between a street and
vehicles. These two models were the first approach and the level of detail and
degree of realism are not the desired for this work. They were useful for under-
standing which modelling techniques and structures that have potential to be further
developed in order to reach the versatility required.

Model with One Traffic Lane and One Automobile

The first model created used one automobile moving in a street freely, without
interactions with other automobiles. The absence of interactions with other auto-
mobiles is because only an automobile can travelling inside of the street.

At the beginning of the street and also at the end of a street, motion sensors
detect the presence of a vehicle approaching from the beginning of the street (Si1)
or leaving the end of the street (So1). The initial conditions of this problem also
consider that an automobile enters in the street with velocity different from zero.

In Fig. 2 the physical environment of the first model is schematically
represented.

To implement this scenario in UPPAAL, it was necessary develop two automata:
the automaton street and the automaton automobile.

The automaton street has five places:

• OUT_of_the_STREET_START: When an automobile is travelling outside of
the beginning of the street.

• STREET_START: When the sensor Si1 has detected an automobile at the
beginning of the street.

• OCCUPIED: When an automobile is on the street.

Fig. 2 A single traffic lane with one travelling automobile
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• STREET_END: When an automobile was detected by the sensor So2 at the end
of the street

• OUT_of_the_STREET_END: When an automobile is travelling outside of the
end of the street.

These are the five states that a street can have when interacting with an auto-
mobile. To coordinate the interactions between the street and the automobile, it was
necessary to create three synchronization channels. The signal that the car is
travelling is sent by the automobile’s automaton to the street’s automaton, and it
means that an automobile starts to move in the direction of the street. When sensor
Si1 is activated, the automaton street sends and activates the channel approach to
the automaton automobile, and it means that one automobile is at the street’s start
changing the automaton street to OCCUPIED. When the sensor So1 is activated,
the automaton street sends and activates the channel leave, and it means that the
automobile travelled the entire street and now is out of the street end. The street is
again without any automobile and ready to receive another automobile.

Figure 3 shows the automaton street with the synchronization channels and
respective places.

An automobile only has two possible states: STOPPED or MOVING. Sensors at
the beginning and at the end of the street detect whether the automobile is in or out
of the traffic lane. At the beginning of the simulation, the automobile is stopped, and
the channel travelling will put the automobile moving in the direction of the start of
the street, which has the sensor Si1. After being detected at the beginning of the
street by the sensor Si1, the automobile will continue its trip until the end of the
traffic lane. In order to create a permissive model, the automobile, after it finishes its
trip in a street, can be forced to stop and go again in the direction of the street start
or can continue moving in the direction of the street start.

Figure 4 represented the automaton automobile with the synchronization chan-
nels and the two places previously explained.

In this model, time features are not included and is only the first model created to
represent the simplest interaction between an automobile and a street. Once,
interactions between vehicles are not considered, the concept of neighbourhood is
not applicable. The street is not discretized in cells, and this is the main reason for
the absence of interactions between vehicles. If several automobiles were travelling
in this model, its spatial position inside of the street would not be defined. The
transition rule is that only one automobile can circulate in a street.

Fig. 3 Street automaton of the model with one automobile and one traffic lane

42 C. Avram et al.



www.manaraa.com

This model has the following limitations:

• It is a very simplified model, one only considers a type of vehicles (automobiles)
and only one automobile can be inside of the street travelling.

• To implement in several streets with several automobiles, one would need to
create each automaton automobile and street. Extending a scenario with a large
number of automobiles and streets is complex.

Model with One Traffic Lane and Several Automobiles

In this new definition of the modelling problem, the complexity increases: one street
with several automobiles moving inside it and interacting is simulated. To solve this
problem two models were created. The first model presents the interaction between
the vehicles moving cell by cell inside of the street if the cell in front of it is free
using only variables to coordinate the movement. In the second model the inter-
action between the automobiles creates a queue at the end of the street if is not
possible for them to circulate freely the entire length of the street using functions
and variables to coordinate these movements.

Figure 5 schematically presents the physical environment of the model for one
traffic lane and several automobiles. The automobiles are allocated inside of the
street in the same order that initiated the movement.

Fig. 4 Automaton
automobile for the model with
one automobile and one traffic
lane

Fig. 5 Single traffic lane with several travelling automobiles
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Model Using Only Variables to Coordinate the Interactions
Between the Automobiles Travelling in a Traffic Lane

First, four control variables for each automobile were globally declared. The first
digit of each variable refers to the number of the automobile, and the second digit
corresponds to the respective street cell. The variable V_CELL11 is responsible
when automobile Nr. 1 is in the first cell of the street; the variable V_CELL12 is the
variable dedicated to the automobile Nr. 1 when it is in the second cell of the street.
Similarly, for the others automobiles, control variables dedicated for each street cell
were created.

In this example, the street has four cells and four automobiles will circulate. To
implement this scenario four automata automobile and one automaton street were
added.

Five channels were generated. The channel approach_cell1 is activated when an
automobile enters into the first cell of the street; the channel approach_cell2 is
activated when an automobile approaches the second street cell; the channel
approach_cell3 is activated when an automobile enters into the third cell of the
street; the channel approach_cell4 is activated when an automobile enters into the
fourth street cell. The channel leave is activated when an automobile leaves
the fourth and the last cell of the street. The channel travelling present in the
previous model was erased, and it is assumed at the beginning of the simulation that
all of the automobiles start moving inside the street with some velocity.

Figure 6 presents the global declaration for the model with one street with
several automobiles travelling controlled with variables.

The automaton street is a loop of channels, i.e., it only contains the channels to
coordinate the movement of the automobiles. The conditions for an automobile to
move are in the structure of the automata automobiles through a combination of
control variables. The sequence of the automobiles that will initialize its movement

Fig. 6 Global declaration for the model with one traffic lane with several automobiles, using only
variables to control the movement
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can be implemented into the automaton street. The sequence of the automobiles was
not considered.

Figure 7 represents the automaton street for the model with one street and
several automobiles controlled only by variables.

The automaton automobile was reconfigured and has eight places:

• OUT_of_the_STREET_START_MOVING: When an automobile is moving in
the direction of the beginning of the street

• CELL1: When an automobile has been detected by sensor Si1, which means it is
inside of the first street cell travelling.

• CELL2: When an automobile is travelling in the second street cell.
• CELL3: When an automobile is travelling in the third street cell.
• CELL4: When an automobile is travelling in the fourth street cell.
• WAITING_CELL1: When an automobile is waiting in the first street cell, until

the second street cell becomes free again.
• WAITING_CELL2: When an automobile is waiting in the second street cell,

until the third street cell becomes free again.
• WAITING_CELL3: When an automobile is waiting in the third street cell, until

the fourth street cell becomes free again.

The bibliographic revision of Schreckenberg and Nagel in 1992 suggests a
length of 7.5 m for each street cell. Therefore, the physical environment is a street
with a total length of 30 m (four street cells).

An automobile travelling inside of the street will occupy one street cell when the
model evolves. An automobile can only enter in the first street cell if all the others
variables responsible for the first street cell from the other automobiles are equal to
zero. This is the information declared in the guard of the first transition, meaning
that the first street cell is free (Fig. 7). If this condition is verified, the automobile
(in this case, automobile Nr. 4) can enter in the first street cell, which activates
channel approach_cell1. At this time, the respective control variable for the first
street cell of this automobile takes the value 1. With this variable updated, no other
automobile can enter the first street cell, because the first street cell has an auto-
mobile. To continue to move, the automobile needs to verify if the second street cell
is free. If this condition is true, it will move to the third street cell and update the
respective control variable of the street cell Nr. 1 for the value zero and cell Nr.
2 for the value one. If the condition to move is not verified, the automobile evolves

Fig. 7 Automaton street for
the model with one traffic lane
and several automobiles,
using only variables to control
the movement
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to the place waiting_cell1 and only when the cell in front is free can it move. The
same procedure is executed for the followings cells.

When the automobile is in the last cell of the street, the channel leave is activated
and the respective control variable of the last street cell is updated to the value zero,
and the automobile leaves the street.

Figure 8 presents the automaton automobile for the model with one street with
several automobiles only controlled with variables.

In this model, time conditions were already implemented. The time needed to
travel one street cell meter with a range of velocities between 1 km/h and 50 km/h
is 27 s and 0.5 s, respectively.

In this model, the physical environment was discretized in street cells with a
length of 7.5 m, providing the groundwork for a neighbourhood. The neighbour-
hood of an automobile is the state of the street’s cell in front of it creating inter-
actions between the automobiles. If the cell in front of it is occupied by another
vehicle, it will wait until it is free again, and if the frontal street cell is free it can
continue to move. The set of rules in this model is creating a queue of automobiles,
from the beginning to the end of the street, by the same order that initialized its
movements.

This model has the following limitations:

• It is a very simple model, because it considers only one type of vehicle
(automobiles).

• To implement in several streets with several automobiles, it is necessary to
create each automaton automobile and street and several control variables for
each automobile responsible for each street cell; it is humanly impossible to

Fig. 8 Automaton automobile for automobile Nr. 4 is presented for the model with one traffic
lane with several automobiles, using only variables to control the movement
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extend the model to a scenario with such a large number of automobiles and
streets.

• If it is necessary to extend this model for intersections, the new upcoming street
would be implemented in the automaton automobile, creating strict routes for
each automobile, and the level of non-determinism would not be the desirable.

• For questions regarding organization, the features of the street (number of cells
and conditions to move further) should be implemented in the automaton street
and not in each automaton automobile.

Model Using Functions and Variables to Coordinate
the Interactions Between the Automobiles Travelling
in a Traffic Lane

In order to improve the limitations of previously presented models, it a new model
to solve the same modelling issues was created.

First, we declared in the global declaration the number of cells that the street
contains. In this specific example, four street cells with a length of 7.5 m were
declared, and this number of cells can be easily amended. Therefore, the physical
environment created is a street 30 m long. The number of automobiles was declared
using the function typedef. This function links and identifies each automobile with a
specific integer. In this concrete model, four automobiles were declared. An
automobile travelling inside the street occupies one street cell when the model
evolves. For the interaction between the automobiles, five channels were created:
approach, leave, stop, stay and go, which are functions of the number of auto-
mobiles present in the street. In this model also is assumed, at the beginning of the
simulation, that all the automobiles start moving inside the street with some
velocity.

Figure 9 presents the explained global declaration of the model one traffic lane
with several automobiles controlled with functions and variables.

To simulate the desired behaviour and interactions between automobiles, it was
necessary to create a new function and new auxiliary variables in the street dec-
larations. Firstly, the automobiles are allocated for the same order that initialize
their movement, in a list the same size as the number of the cells. This means that
each element of the list is a street cell correlating to an element on the list with the
ID 0, the last street’s cell (end of the street) and the element with ID equal to the
number of cells of the first street’s cell (beginning of the street). A new variable
length was declared, which is the total number of automobiles inside the street
(length of the queue). For this reason, the length will have the maximum value
equal to the number of street cells, because one automobile will occupy always one
street cell.

The function enqueue was created to allocate the automobiles’ IDs in the last cell
of the street (list ID 0). This function will increase the value of the variable length
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by one such that the synchronization channel approach is activated. If another
automobile arrives while the previous is moving inside the street, the new auto-
mobile’s ID are allocated in the second-to-last cell and the value of the variable
length is equal to two until all the street’s cells have an automobile inside. Con-
sequently, the function enqueue is updated in the same arrow as the synchronization
channel approach.

The function dequeue will release the last street’s cell when the respective
automobile inside it leaves the street and will decrease the value of the variable
length by one. For this reason the function dequeue is associated and updated in the
same arrow as the synchronization channel leave.

Another function created was the function ‘front’, which after an automobile
leaves the street will move the vehicles to the next street’s cell. This function is
associated with the channel go.

The function tail was created to allocate an automobile that was forced to stop in
the last position of the queue, and for this reason is associated with the synchro-
nized channel stop.

Figure 10 presents the street declarations and the functions and new variables
created.

The automaton street is more complex and has three places:

• STREET_START: When the sensor Si1 has detected an automobile at the
beginning of the street and the street is without an automobile.

• OCCUPIED: When one or more automobiles is inside of the street travelling.
• OUT_of_the_STREET_END: When an automobile was detected by the sensor

So1 at the end of the street and it leaves the street.

At the beginning of the simulation, this model assumes that the street is empty,
without any automobiles moving inside. For this reason, the evolution from the first
place STREET_START to the place OCCUPIED means that an automobile is
travelling inside of the street. The function enqueue and the variable length are

Fig. 9 Global declaration for the model with one traffic lane with several automobiles moving
controlled by variables and functions
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updated. In the location OCCUPIED the automobile can interact with others. For
example, other automobiles can enter into the street and this automobile can be
forced to stop and then start again its movement coordinated by the street’s
condition.

The automaton street only evolves to STREET_END when an automobile has
been detected by the sensor So1 and is leaving the street. If the street is occupied, it
means that the length is greater than zero and the automaton returns to the place
OCCUPIED. If the street is empty (length equal to zero) the automaton returns to
STREET_START.

Figure 11 shows the configuration of the automaton street for the model with
one traffic lane with several automobiles travelling and coordinated with variables
and functions.

The automaton automobile was reconfigured and has five places:

• OUT_of_the_STREET_START_MOVING: When an automobile is moving
towards the beginning of the street

• MOVING_INSIDE_the_STREET: When an automobile has been detected by
sensor Si1 and is inside of the street travelling.

Fig. 10 Street’s declaration for the model with one traffic lane with several automobiles
controlled by variables and functions
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• STOPPED_INSIDE_of_the_STREET: When the automobile has stopped inside
of the street.

• AGAIN_IN_MOVEMENT: When an automobile starts to move after a stop
inside of the street.

• OUT_of_the_STREET_END_MOVING: When an automobile has been
detected by sensor S01 exiting the street.

The automaton automobile only evolves from the initial location if it has been
sensor Si1 detects an automobile at the beginning of the street. From the moment an
automobile is inside of the street, it has two possibilities of evolution: cross the
entire street without a stop or is forced to stop. If the automobile reaches the end of
the street without a stop, the time needed to travel four street cells with velocities
between 1 km/h and 50 km/h is 108 s or 2 s, respectively. An automobile is forced
to stop if there is another automobile in front of it travelling more slowly than it is
or if the time allowed was more or less than the time needed to travel four street
cells.

If an automobile is stopped on the street, it will only move if street conditions
allow it to go in front. These evolutions in the automobile automaton are made by
the synchronization channel go. If after that the street is free until the end, the
automobile will reach the end of the street, but if it is forced to stop the channel stay
is activated and the automobile stops again.

Figure 12 shows the configuration of the automaton automobile for the model
with one street several automobiles.

In this model, similar to the previously presented model, the physical environ-
ment was discretized in street cells with a length of 7.5 m and the concept of
neighbourhood is implemented. The neighbourhood of an automobile is the state of
the street’s cell in front of it creating interactions between the automobiles.

Fig. 11 Street automaton for the model with one traffic lane with several automobiles controlled
by variables and functions
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The set of rules in this model creates a queue of automobiles at the end of the
street if another automobile is travelling in the street or if the street is empty its
entire length.

This model has the following limitations and advantages:

• It is a very simple model; it considers only one type of vehicles (automobiles).
• The number of street cells and automobiles can be easily changed; it is only

necessary to define the global declaration of those variables.
• To implement it, several streets with several automobiles are created for each

street automaton and several variable lengths and a list to allocate the auto-
mobiles in each street. It is humanly impossible to extend the model to a
scenario with a large number of streets.

• The structure of the automaton street does not allow for the creation of streets
with different lengths, because the time needed to travel all the streets is always
the same.

The creation of these low complexity models was useful for understanding
which modelling technique and structure can be used in order to reach the versa-
tility required. At the end of this subchapter, we present an analysis of the two
previous ways of modelling and the following conclusions can be verified:

• The number of vehicles and streets needs to be declared using the function
typedef.

• One needs to rearrange the structure of the automaton automobile and street.
• To model the physical environment, neither changing the function list nor

creating variables are good solutions for coordinating movements. In the case of
the function list, the accuracy of the movement is not predictable, and this
function it will create problems for calculating the crossing time of each road. It
is not possible to extend the model for large scenarios by controlling by vari-
ables, because of the number of variables that are needed to implement into the
automaton automobile.

• The structure to model the physical environment also needs to be easily
changeable and accurate for the introduction of the traffic elements.

Fig. 12 Automaton automobile for a model with one street several automobiles controlled by
variables and functions
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With these modelling requirements, we created a matrix of coordinates for
modelling the physical environment. This matrix can control accurately the
movement of the vehicles, precisely introduce traffic elements and is easily
extendable by adding more rows. To model the physical environment of the streets
matrices were used in all of the following models.

High Complexity Models

The basic models previously proposed, if applied to models with high levels of
complexity or large traffic scenarios, cannot be easily be changed or reused, due the
limitations previously explained.

In order to solve these limitations, models based upon the matrices were created
to model the traffic environment. A matrix, which is a map of street cells, is a
compact data structure that can easily be extended.

The matrices implemented to model the road traffic environment have the fol-
lowing features:

• Each line corresponds to an independent traffic lane of a street.
• The value present in column Nr. 1 corresponds to the number of cells that each

street has.
• The following columns are filled with empty street cells or traffic elements.

Due to UPPAAL’s limitations, one cannot create vectors with different sizes, and
some of the values present in this matrix have no significance.

Traffic Lane with Multiple (1, 2, or 3) Possible Traffic Lanes
Travelled by Automobiles in a Free Flow

As the behaviour of a street with several automobiles has already been modelled,
the next level of complexity entails extending the map. Thus, at the end of the street
upon which the automobiles started its movement, the automobiles will have to
choose between one of three streets to continue their trips.

The rule to choose the next street should be based upon statistical data received
by sensors implemented at the end of the streets. The data received give the traffic
flow’s percent for the upcoming streets. If the automobile at the end of the street has
two possible next streets; the flow is distributed equally by the two streets. It means
that 50% of the automobiles continue travelling on one street and 50% continue
their movement on the other next street. When a street ends with three possible next
streets, the traffic flow will also be distributed equally. Consequently, each next
street will have 33% of the traffic flow circulating on the previous street.
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Figure 13 presents the model with several automobiles moving in a street, and at
the end of the street, another street is chosen. The previous paragraph explained the
distribution of the traffic flow with the rules admitted represented in this scheme.
The first automobile (black), which arrives in the intersection (blue rectangle),
travels on the street ID 1, the second one to reach the intersection (blue) will choose
the street ID 2, the third one (red) will choose the street ID 3, and this cycle of
choice will continue. This distribution of the traffic flow seems to be reasonable and
to create a model more accurate than taking information from each traffic lane that
is studied.

The authors have long been concerned with the creation of general models that
can be easily extended to or implement in new situations and features. For this
reason, the previous definition of the street cell using the function list was erased
and in this new model, similar to the automobiles’ definition, we used the function
typdef to create the streets in the global declarations.

To define the physical environment, we created another variable, maxnoCells.
This variable defines the maximum length of the street considered (maximum
number of cells). With this new variable and with the variable number of streets
(noS), we created a matrix idexSC. This matrix is a map of street cell coordinates.
Each line corresponds to a street ID with the first line ID0 and the last line the last
street’s ID. The column Nr. 1 corresponds to the number of cells that each street has
and the following columns are filled with −1, which means a street’s cell is empty.

Fig. 13 Schematic diagram of the model with a traffic lane with several automobiles travelling
with three possible next streets
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Due to UPPAAL’s limitations, it is not possible to create vectors with different
sizes, thus many of the −1 s present in the matrix have no significance. The first
column is important for limiting the street size. Therefore, it is easy to extend the
map and to implement other features in the posterior models.

The choice of the next street in an intersection was implemented with a similar
application. First, a new variable, maxNextStreets, (maximum next streets) was
declared. This variable is equal to three, because at a maximum, an automobile has
three possible next streets in this intersection. With this variable and with the
variable number of the streets (noS), we created another matrix, indexMAP. Each
line corresponds to a street ID with the first line the street’s ID 0 and the last line the
last street’s ID. The first column contains the number of possible next streets at the
end of the street, and the other columns have the street IDs of the next streets. As
presented in the scheme of Fig. 12, the street ID 0 at its end has three possible next
streets (street ID 1, 2 or 3), and all the automobiles that are in the last cell of the
street IDs 1, 2, or 3 have zero possible next streets. Thus when an automobile leaves
the street IDs 1, 2 or 3 are considered to have left the map. The value −1 means that
there is no upcoming street, and the automobile will exit the map. The variable b is
a control variable, a function of the number of the street. For each value of b an
automobile present at the end of the street will have another destination.

The current street for each automobile has been defined, and the value defined in
the vector currentStreet represents the initial street’s ID that an automobile will start
the simulation. This vector contains the inputs of the traffic flow in the simulation.
The value of currentStreet will change every time that an automobile leaves a street
and continues to move in another street of the map.

All the channels present are a function of the number of automobiles. The
channel approach is activated when a vehicle is detected at the beginning of the
street (first street’s cell), the channel travelling is activated when an automobile has
a free cell in front of it of it, and the channel leave is activated when an automobile
is in the last street’s cell.

In Fig. 14 the global variables are presented in the model with one traffic lane
and multiple possible choices as upcoming next streets with automobiles moving in
a free flow.

The automaton street was simplified, because there are only three channels but
continues with three places:

• STREET_STARTS: When a sensor Si1 has detected an automobile at the
beginning of a street and there are no automobiles on the street.

• UPDATING_CELLS: When one or more automobiles are travelling on a street.
• STREET_ENDS: When the sensor So1 has detected an automobile at the end of

the street and the automobile exits the street.
• This model assumes at the beginning of the simulation, that the entire map of the

street is empty, without any automobiles moving inside it. For this reason, the
evolution from the first place STREET_START to the place UPDATING_CELLS
means that an automobile is travelling on a street and updates the function
enqueue. To be safe, verify three rules: First, read the value inside of the vector
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currentStreet, which will define the street where an automobile is arriving.
Second the matrix indexSD needs to have in its second column the value −1,
which means that the first street’s cell is empty without any vehicle. Third, the
variable novis (number the vehicles inside of the street) needs to be smaller or
equal to the number of cells, which means at maximum each street can only
contain an number of automobiles equal to the number of street cells, because
each automobile will occupy one cell.

In the location UPDATING_CELLS, the automobiles can interact with each
other. For example, another automobile can enter the street with the same rules
described previously and another automobile can continue to travelling, if the
number of the cells travelled (nocTA) is smaller than the size of the street (smaller
than the first column of the matrix indexSC) and if the cell in front of it is free (the
cell needs to have the value −1). It is necessary to read the value present in the
currentStreet vector to know the street on which an automobile is moving. In this
second case, the channel travelling and function moving are updated.

The automaton street only evolves from the place UPDATING_CELLS when the
sensor S01 detects an automobile leaving the street. In this case, the variable nocTA

Fig. 14 Global declarations of the model traffic lane with several automobiles travelling with
three possible next streets
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is equal to the first column of the matrix indexSC. To know the street that an
automobile is leaving, it is also necessary to read the value present in the vector
currentStreet. If the variable novis is greater than zero, the street automaton returns
to the place UPDATING_CELLS, because the street is not empty and has auto-
mobiles travelling. Another scenario is if the number of the automobiles on the
street is equal to zero, the automaton returns to the place STREET_START with the
street empty.

The automaton street is the “brain” of the simulation having all the information
regarding traffic conditions, a set of rules and consequent transition rules.

Figure 15 shows the configuration of the automaton street for the model with
one traffic lane and several automobiles travelling with three possible next streets.

In street declarations, three functions were implemented (enqueue, dequeue and
moving), which will contain a set of rules for the correct traffic circulation.

The enqueue function defines rules for an automobile that enters a street. In a
real scenario an automobile can only enter a street if the street is not full of vehicles
and starts its trip from the beginning of the street until the end.

The function moving contains the rules for an automobile continues to move. In
the reality an automobile can only move further if there is free space in front of it.

The function dequeue comprehends the rules for an automobile leaving a street.
The function dequeue will verify if the automobile is in the last street’s cell, and if
this condition is true, the automobile exits the street.

Figure 16 presents the explained street declarations and the created functions
and variables. The street declarations are the places where all the transition rules for
a street are implemented.

The automaton automobile was reconfigured and has three places:

• OUT_of_the_STREET_START_MOVING: When an automobile is moving
towards the beginning of the street.

Fig. 15 Street automaton of the model traffic lane with several automobiles travelling with three
possible next streets
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• MOVING_INSIDE_the_STREET: When the sensor Si1 has detected an auto-
mobile, and the automobile is travelling on the street.

• OUT_of_the_MAP: When the sensor So1 detects the automobile, and there are
no possible next streets, they are considered out of the map.

Figure 17 shows the configuration of the automaton automobile for the model
with one traffic lane and several automobiles travelling with three possible next
streets.

This model is the first model with relevant traffic road rules included and a
significant level of detail. At the end of this subchapter, we briefly present some
features of this model:

• The physical environment is a one-dimensional grid of rectangular cells, all
equal in size (7.5 m of length).

• It is a single cell model, because each automobile occupies only one street cell in
each time iteration, and the cells can only have two possible states: occupied by
an automobile or empty.

• The size of the neighbourhood is the same for each cell. The model is aniso-
tropic, because the automobiles only respond to stimulus in front of it.

Fig. 16 Street declarations for the model with a traffic lane with several automobiles travelling
with three possible next streets
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• This model is a dynamic system with a closed number of automobiles and
streets. The evolution in space and time depending on the same rules. Only if the
cell in front is free, can the automobile proceed on the street.

• The time is a stochastic feature and its choice is completely non deterministic. In
an instant t, the automobile can circulate in a cell at velocity of 50 km/h and in
the instant t + 1, it can move at 2 km/h. This model presents heavy breaking
and quick accelerations, even if the street is completely free.

• It is a very simplified model; one only considers a type of vehicles
(automobiles).

• This model can easily be extended.

In fact, this model has the potential to be extended to new traffic scenarios and be
implemented with other types of vehicles and traffic elements. Even in those sce-
narios, this model provides a solid basis.

In addition, one can consider other approaches and behavioural properties [31,
32] for the whole system.

Conclusions

The cellular automata allow for the observation of different phenomena, dissecting
components into individual variables, allowing one to understand how local
changes affect the whole grid of cells.

The formalism-timed automata are appropriate for a modular approach due to its
elementary structure. The resolution (level of detail) and system size (the network
size to be covered) obtained are appropriate for the proposed model.

In the context of urban traffic theory, the cellular automata in microscopic
models have the capacity to simulate in detail all the elements presented in this
traffic environment. The quantities of traffic elements implemented generate a
model containing a large number of evolutionary rules and interactions.

Fig. 17 Automobile automaton for the model traffic lane with several automobiles travelling with
three possible next streets
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The main goal of this work was the creation of a systematic approach for a
complex urban traffic scenario. The structure implemented has the potential to be
expanded. This systematic approach can be easily and limitlessly extended, the only
limitation being the computational power available.

This model has flexibility in accordance with the environment that it is applied,
because it can implement a large group of traffic elements and possible interactions.
The stimuli created in each vehicle depend on the traffic elements contained in the
street and the traffic conditions, because of the modular approach.

As future work, the authors will implement the distributed control of an illus-
trated case study considering some issues and solutions used on industrial networks
[33–38] and adapted to this field of application. An analysis of performance of the
developed distributed controller will also be considered [39, 40].
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Process Analysis of Cable-Driven Parallel
Robots for Automated Construction

Tobias Bruckmann, Arnim J. Spengler, Christian K. Karl,
Christopher Reichert and Markus König

Abstract This contribution presents an introduction to cable robots, their proper-
ties and their mechatronic design for application in automated construction. Today,
most steps involved in the construction process are performed manually. Thus, the
integration of automated functions demands a closer look at the production and
logistic paradigms, these are the main focus of this paper. Based on case studies, the
authors discuss upcoming transformations in shell production by comparing the
conventional construction process with proposed processes involving cable-driven
parallel robots. The focus is on bricklaying and working methods for the installation
of prefabricated elements. Adaptations to site logistics and changes in work orga-
nization are also considered. A case study and sensitivity analysis based on system
dynamics modeling are introduced, and the conceptual design of an experimental
prototype is presented. The results of the investigations show that the use of a
cable-driven robot is feasible for onsite construction, enabling automation of pro-
cesses to save time and cost. The study investigates crucial parameters and the
potential for cable robots in the field of construction.
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Introduction and State of the Art

Since the 1980s, the application of automated robotic systems in mechanical
engineering has been an enabling strategy. In nearly all fields of production, robots
have increased productivity and precision in repetitive processes, thereby enabling
reduction of costs. From an economic standpoint, the use of robots constitutes an
inexpensive solution for mass production. In the context of Industry 4.0, robot
systems become a vital factor for made-to-order production.

In contrast, until now, the successful application of robots toward construction
has been limited to special cases. This is mainly due to three factors:

1. In the construction industry, CAD systems traditionally were only used for
creating 2D plans, and these plans could not be interpreted by computer sys-
tems. 3D models were rarely used, but over the years the employed systems
have grown more powerful so that advanced applications like robotized auto-
mated production processes can use this data. Recently, the method of Building
Information Modeling (BIM) has enabled this process.

2. Conventional robots are characterized by limited size and workspace (work-
space diameter is usually well below 8 m), a feature which does not allow the
size of most buildings to be covered. The introduction of moving robots is
confronted by problems associated with accuracy, performance and workspace.
Therefore, this approach increases costs. Additionally, moving robots can only
be used for isolated steps, such as bricklaying.

3. Buildings are always unique and complex in their totality. This is the reason
why experience in robotic processes can’t simply be transferred from the sta-
tionary industry to the construction industry.

Accordingly, two of these factors are about to change drastically in the near
future. First, the introduction of BIM will extend beyond production planning as it
will allow buildings to be constructed digitally [1]. This allows the required pro-
duction steps needed to feed a robotic system to be defined. Second, the recently
developed, so-called cable-driven parallel robots, or simply cable robots, will allow
the creation of huge automated systems that can easily span dozens of meters and
therefore allow the volume of a building to be covered.

This contribution presents an introduction to cable robots, their properties and
their mechatronic design. As most steps in construction are conducted manually,
production paradigms in construction need to be examined, and this is a focus of
this paper.

Based on case studies, the authors discuss emerging transformations in shell
production by comparing the conventional construction process with the prospec-
tive process influenced by cable-driven parallel robots. In this context, aspects such
as feasible building types and geometries, technology, work tasks and flows,
workspace and safety, materials management and site logistics as well as occupa-
tional aspects will be considered. The focus is on bricklaying and working paving
methods. Since the concept being presented is at a quite early stage close to
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fundamental research, all development steps need to be accompanied by economic
assessments to ensure its feasibility for future applications. Accordingly, the con-
tribution discusses the elementary economy of cable robots for several production
steps as well as for several types of buildings.

Conventional Construction Process and Paradigm Changes
Through Digitalization and Automation

In spite of prefabricated elements or other methods to increase efficiency, handwork
is still an essential feature of the building process. This is due to several factors:

• Buildings are expensive and unique.
• The building process is minted by handicraft.
• The build consists of many small, individual working steps.
• Constantly changing work steps are difficult to map using robots.
• Digital building models (using the BIM method for example) have not yet been

enforced on a broad level.

Like other areas of industry and manufacturing, the building and planning
process will become more and more digitized. These changes are visible to the
whole construction industry. Currently, planners, architects, building owners,
investors, building companies or public authorities accept and even demand digital
methods. These methods, like BIM, allow for advanced applications that would not
have been possible before. The approach presented in this paper uses digital models
to provide this information for a cable driven robot. The robot processes and uses
this information to carry out the building process. Other projects like the onsite 3D
printer BigDelta (cf. http://www.wasproject.it), Kamermaker (cf. http://www.
kamermaker.com), Hadrian (cf. http://www.fbr.com.au) or the D-Shape project
(cf. http://d-shape.com/) are examples of this new building strategy.

Cable Robots for Shell Production

Robots are flexible machines and—in conventional approaches—typically find use
in repeating tasks. Their flexibility is mainly due to their ability to follow easily
exchangeable programmed motion patterns. Currently, the generation of motion
patterns is coupled with engineering processes based on computer-aided engi-
neering (CAE) which allows these motions to be generated automatically.

Accordingly, robots have enjoyed success in many branches of mechanical
manufacturing. Most series products that are produced in high-wage countries
derive value from automated processes using robots.
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Typical industrial robots use a serial structure i.e. manipulator arms that consist
of a chain of joints and links where each element has a unique predecessor. While
this is a simple, cheap and adaptable architecture, it is inherently limited in terms of
workspace: Since the robotic arm needs to support its own weight, elastic effects
accumulate along the arm and manifest in pose errors of the end effector where the
payload is attached. Additionally, the arm may be very heavy since the links and
joints must support the mass of all subsequent components. Thus, most serial robots
have a limited range of three to four meters. While their payload can approach one
ton, they may weigh up to 5 tons.

Recently, new approaches for bricklaying based on serial robot manipulators
have been presented [2]. The Australian company Fastbrick Robotics is developing
a large-scale manipulator called Hadrian, which is large enough to move bricks
along the manipulator arm to any desired position within a planned building. In
parallel, the American company Construction Robotics has presented the SAM
robot, a conventional serial robot mounted on a moving platform, equipped with a
wide range of pose sensors. Both approaches are currently under practical evalu-
ation. In the context of innovative fundamental research, Kohler presented
approaches based on flying drones and moving industrial robots [3, 4].

While the serial robot is very popular in industrial applications, the parallel robot
has been investigated extensively but is used mainly in niche applications today.
The parallel robot is characterized by end effectors, which are usually the tool or
payload to be moved, that are supported by multiple kinematic chains. While this is
advantageous for load distribution, precision and payload-to-weight ratio, its
workspace compared to construction space is usually smaller relative to equivalent
serial structures due to the limited stroke of the linear actuators used in popular
designs like the Stewart-Gough platform. Furthermore, the required joints are more
complicated and thereby more expensive.

In 1985, Landsberger and Sheridan [5] proposed a new design for parallel robots
using cables: Since the limited workspace of many conventional parallel robot
designs is mainly due to the limited stroke of the employed linear actuators, they
introduced cables coiled on winches as force transmission elements. This enables
virtually unlimited actuator lengths and allows the practical generation of work-
spaces dozens of meters in diameter. Additionally, there is no need for complicated
joints which makes the cable-driven parallel robot (in short, cable robot) a
mechanically simple, cheap and intrinsically modular design.

Nevertheless, this approach includes special properties that mainly influence the
geometrical design, the layout of the end effector (usually a moving platform) and
the control approach. The remainder of this chapter describes the specialization of a
cable robot for automated construction, including the development of a mechatronic
bricklaying unit as the end effector. Fundamental introductions can also be found in
[2, 6].
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Modeling and Workspace

As mentioned above, the workspace of conventional robots is limited by geomet-
rical constraints, such as actuator strokes or link lengths. Since a cable robot uses
cables to move the end effector, which can be coiled for dozens of meters, this
limitation vanishes. Still, there are workspace limitations. In practice, a leading
constraint is that cables can pull but cannot push. Accordingly, only tensile forces
can be applied by the cables.

Assuming an end effector with n degrees-of-freedom (usually six for a platform
moving in space), at least m cables are needed to fix the platform i.e.

m≥ n+1 ð1Þ

Under this condition, a fully tensed cable-driven parallel robot can be built: For a
certain typical workspace, where some winches are “above” the workspace and
others are “below”. This enables the creation of inner tension within the system
without the need for external wrenches. This actuation redundancy r=m− n even
allows active variation of the system’s tension: If for a given pose one or more (to
be precise, up to r) cables increase the tension, the others can react with an
appropriate force and re-establish equilibrium. This allows full constraint of the
payload, thereby leading to effective vibration suppression and enabling variation in
the stiffness of the system [7].

It should be noted that there are drawbacks to the fully tensed approach. For
instance, cables must come from “below” the platform; therefore, collisions
between the cables or between cables and the environment are possible (see Fig. 1).

Fig. 1 Fully tensed cable-driven parallel robot. Source [12]

Process Analysis of Cable-Driven Parallel Robots … 67



www.manaraa.com

As an alternative approach, suspended cable-driven parallel robots (see Fig. 2) can
be employed that only use cables from “above” the platform. This scenario
resembles a combination of collaborating cranes. It is easy to see that, again, more
than n cables might be employed, which allows for variation of the inner tension,
albeit by a very small margin. Suspended robots may be prone to low stiffness
effects, such as oscillations and reduced accuracy. This is especially the case when
less than n cables are used and the payload is able to perform unconstrained
motions.

Moveable pulleys can be used to change from a fully tensed to a suspended
design and vice versa. At the expense of additional components and a more
complex control design, this strategy incorporates the advantages of both concepts
within a single mechanical setup. This approach is also advised for the application
at hand [6]. Initial experiments will be realized using a fully tensed system, while
future prototypes will be equipped with movable pulleys.

The force equilibrium for cable robots is defined as follows, see [8]: Assuming
vectors lμ; μ=1, . . . , m from the platform to the pulleys, cable forces (or tensions)
fμ and a platform wrench (i.e. forces and torques) w including inertia and gravity, it
holds:

ν1 ⋯ νm
p1 × ν1 ⋯ pm × νm

� �
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Fig. 2 Suspended cable-driven parallel robot. Source [12]
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ð3Þ

As this is an underdetermined system of equations (m unknowns, n equations
and m≥ n+1), the variable tension levels are reflected in the model. The deter-
mination of appropriate cable tensions in real-time is a non-trivial task since
amongst all forces f that are solutions to Eq. (2), only the ones fulfilling two
constraints are technically feasible:

1. Cables need to have a certain minimum tension to avoid slackness, i.e.

f ≥ fmin ≥ 0 ð4Þ

where fmin needs to be set reasonably while accounting for cable mass, expected
cable lengths and desired (passive) stiffness of the platform

2. Cables have a breaking load and the actuators have a limited maximum torque,
i.e.

fmax ≥ f ð5Þ

In total, this results in an allowable force range

fmax ≥ f ≥ fmin ≥ 0 ð6Þ

The solution to this problem has been subject to extensive research [9, 10].

End-Effector Design for Bricking Experiments

The design of an end effector for a given task is a critical objective. On one hand, its
geometry and mass have a major influence on the force equilibrium described in the
last section and therefore contribute to the determination of the robot’s workspace.
On the other hand, it must provide several functions that allow the application task
to be realized.

To facilitate a feasibility study aimed at erecting a single brick wall in a labo-
ratory environment, a cable robot was engineered (see Fig. 3) that includes a basic
low-cost end effector (see Fig. 4). Initial experiments included the following
minimal set of features:

• Detection and pose measurement of bricks as delivered onsite
• Gripping of bricks (where pose of fixed brick must be exactly known relative to

the end effector)
• Transport of bricks
• Detection of wall
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• Pose measurement of end effector relative to intended dropping location
• Dropping of brick with defined pressure (for dropping on mortar)

Accordingly, the realized end effector is equipped with a set of mechatronic
components that enable bricklaying according to the following process.

The end effector is equipped with a gripper that can fix a brick by pressing steel
plates, arranged along the wall surface, against its flanks. Rotation of the brick is
not considered by the gripper at this time.

Fig. 4 Bricking using a cable-driven parallel robot. Based on [12]

Fig. 3 Laboratory prototype for bricking a single wall. Source [12]
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First, sensor 1 (that is capable of pivoting) is looking horizontally towards a
brick that is to be gripped while actuator 1 is retracted. This enables measurement of
the pose variables of the brick relative to the end effector. Once the gripper has
closed, the brick pose is known. The robot starts to move to the goal position of the
brick, and then sensor 1 is rotated to look downwards while actuator 1 is deployed.
Accordingly, Sensor 1 is able to provide the relative height coordinate when
approaching the wall. In parallel, once the distance is small enough, sensors 2 and 3
continuously measure the alignment of the end effector relative to the wall. Once
the wall is visible for sensors 2 and 3, the back and forth motion of actuator 1
further enables measurement of the air gap between the intended contact surfaces of

Table 1 Cable robot geometry

Winch no. Platform connection point coordinates
(w.r.t. platform center) [m]

Pulley coordinates
(w.r.t. platform center) [m]

1 [0.25, 0.25, 0.25]’ [15, −15, 20]’
2 [0.25, −0.25, 0.25]’ [−15, −15, 20]’
3 [−0.25, −0.25, −0.25]’ [15, −15, 20]’
4 [−0.25, 0.25, −0.25]’ [−15, −15, 20]’
5 [−0.25, 0.25, 0.25]’ [15, 15, 20]’
6 [−0.25, −0.25, 0.25]’ [−15, 15, 20]’
7 [0.25, −0.25, −0.25]’ [15, 15, 20]’

8 [0.25, 0.25, −0.25]’ [−15, 15, 20]’

Fig. 5 Cable robot workspace
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brick and wall until the brick reaches its targeted position. As the gripper may
perform translational motion in the horizontal direction of the wall, supported by a
spring, sensor 1 can be used in horizontal direction as well to ensure a good
alignment of the bricks.

If mortar is applied (which still must be done manually at this stage of devel-
opment), the cable force sensors report the pressure that is applied while dropping
the brick. Currently, a dedicated force sensor is being developed for the gripper that
also enables precise measurement of this pressure.

A preliminary design for the cable robot has been set up to perform initial
investigations (see Table 1). The resulting workspace is shown in Fig. 5.

The specific cable stiffness has been set to 25000 N/m, the end effector total
mass is 250 kg. The minimum cable force was 25 N to avoid slackness while the
maximum force provided by the winches is 2500 N.

Transformations in Shell Production
Through Cable Robots

The use of cable robots results in changes to the site equipment as a whole. Today,
the logistics processes of construction sites are dominated by tower cranes and
various material storage methods. The materials are stored on the ground and lifted
by cranes to the appropriate location when needed. Material deliveries can be made
on different times, which are largely independent of the time of installation.
Just-in-time deliveries are used for filigree, heavy components or concrete. The
preparation of the construction site is marked by initial groundwork.

In contrast to current protocols, construction by way of a cable driven robot will
impact the construction process as well as the logistic setup of the whole con-
struction site. Although the use of cable driven robots on construction sites will
have significant impact on other processes, tasks, economic relations and even
business models outside of the site, the authors focus only the construction site,
including material delivery in the so-called access zone. Details regarding the
different zones will be presented in the corresponding chapter of this paper.

A general inspection of the shell production process makes it obvious that the
classical hoist device, the tower crane, can be omitted. Due to the use of presorted
bricks and prefabricated concrete elements, there is no longer need for work places
and storages for steel works, carpentry and formworks. By using high-strength
adhesive in the bricklaying process, it is even possible to replace mortar, thus
saving the space for both material and preparation. On the other hand, more
magazines (usually steel storage containers) are needed to store different end
effector modules and robot equipment. As real time data exchange will be needed
during the construction process, the importance of data processing increases. This
results in higher demands on the data networking onsite. Moreover, to realize the
maximum benefit of digital construction, the requirements of the BIM models
employed will be expanded to address specific attributes needed by the cable robot.
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In terms of auxiliary devices, the cable robot construction site requires
fork-lifters and lifters during the whole shell process to support the robot by pro-
viding material such as bricks etc.

Automated Bricking Process and Materials Management

In this study, bricklaying and pave out are considered. Other steps such as finishing
are not included in this paper. Site logistics are changing as a result of the use of
cable robots.

Figure 6 shows the site logistics for the basic case study of the actual research
activities. In this case, an access zone is arranged between the cable robot and the
area for unloading trucks. This zone is not mandatory, but it reduces the waiting

Fig. 6 Site logistics with cable robot
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period for trucks, and it helps to minimize the impact of inactive lifters and
incorrect material deliveries.

The three site logistic zones have the following functions that will be detailed
later:

• Zone 1 is for unloading the trucks. The pallets with material are transported by
trucks and unloaded by fork-lift trucks.

• Zone 2 is the storage and access zone for the cable robot. Fork-lift trucks move
the material to the storage location.

• Zone 3 is for the automatic cable robot system. The fork-lifters move the pallets
with material onto the lifter. The lift raises the material to the installation height
(working layer) and the cable robot withdraws the materials needed for the
actual working setup. This is shown in Fig. 7.

Note that the cable robot can only work in the actual working layer and the space
above.

Consequently, collisions become an issue as the building grows during the
course of construction. This mandates that the building and its walls are erected
layer-wise. For walls, this means that one brick layer of all walls must be completed

Fig. 7 Site view of the site with cable robot, fork lifter, lifter and building
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before the next layer is started (note that conventionally, single walls are com-
pleted). Therefore, the robot must climb i.e. its pulleys must move upward (see
Fig. 7). At the same time, materials have to be lifted to the actual working layer.
These lifted materials must be supplied in a precise order (sequential storing).
Deviation from the sequential storing method will lead to a failure that must be
fixed before robot operations can restart by unloading at ground-level and refilling
the lifters with the correct materials in the correct sequence.

In this chapter, the calculations performed later use a simplification of the tra-
jectory calculation. Here, the paths to be followed are simplified as straight lines in
space. A more sophisticated approach for complex numerical simulations can be
found in [5]. Consequently, similar to a classical crane, the elements of the total
trajectory time need to be composed.
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In terms of further considerations and optimizations, the center of mass of the
building (center of production) should be considered as a benchmark for the
determination of average distance and speed values.

While until now, only bricklaying was highlighted, both in the end-effector
design of the robot in the last section as well as in this section, other working steps
like the transfer of pre-fabricated elements need to be included. From an economic
standpoint, it is reasonable to cover as many processes involved in the construction
of a building as possible. Figure 8 shows an exemplary cross-section where bricks
and pre-fabricated elements are used to construct walls and ceilings.

For continuous construction progress and optimal utilization, it is necessary to
restart the bricklaying process after the pre-fabricated elements are placed. In future
research, the composition of sequential working steps involving different materials
and parts will be a point of focus, as it is important for continuous progress of
construction, economic building, and minimization of downtimes.
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Site Logistics in Detail

In this study, site logistics is divided into three zones, which are described in more
detail below.

Zone 1 is for unloading all needed materials. Its dimensions are the same as
those of a conventional loading zone. The unloading process can be done with the
crane installed on the truck or the fork lift. The following list shows the differences
between a conventional loading zone and a zone in a cable robot context:

• In the ideal case, a site with a cable robot does not necessarily need a tower
crane. The tower crane is very slow in comparison with the robot and therefore
slows the logistic processes on the site. If both are used, there exists a risk of
collision between the robot and crane. This must be prevented under all
conditions.

• The consumption of necessary building materials depends on the speed of the
robot. If possible, the capacity of the access zone is tuned to the building speed
and the turnover of the fastest delivery with the aim of minimizing the risk of
standstill resulting from a lack of material. Just-in-time delivery carries the risk
of stagnating the working processes. Because the robot requires specific material
for a given building process, it can only build step by step. In contrast, a human
can work on other parts of the building.

• When the site stagnates without finishing an actual working step, it is very
expensive, and it is detrimental to the effectiveness of the overall system. From
an economic standpoint, this should be avoided.

Zone 2 is for buffering the materials temporarily in an access zone. As specified
in the previous section, the access zone has an important function. Using simulation
methods, the optimal dimensions can be found. If this area too small, the logistics
process can be suboptimal. This is a risk for the site. In contrast, when the area is
too large, space is wasted and the area is not used optimally.

Fig. 8 Exemplary cross-section for pre-fabricated elements
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• Materials that will be placed by the robot during the next process steps must be
stored in the access zone. If a component is absent, the site stands still until it is
delivered. The first priority of the access zone is to minimize the risk of
standstill.

• The building process is a sequential process, and all materials for building must
be arranged in the right order. The access zone can be used to perform this
serialization.

• For a continuous building process, the lifters must be loaded in rotation and in
the right order.

Zone 3 contains the robot and the building. The workspace of the robot needs to
be larger than the volume of the building, thus the robot geometry must be designed
accordingly. As mentioned, in analogy to some tower cranes, the capacity of a robot
to climb is optional. In zone 3, the actual creation of value occurs. The working
zone is the subject of the case study in the next section.

Operational Transformation

Through the use of a cable robot the whole work organization, especially within the
socio-technical area (working system), has to be adapted.

The elementary factors of operational production are affected as follows:

• Executive work: The object-related construction processes are carried out in
zone 3 by the cable robot. This should lead to an increase in the execution
performance, which in turn increases productivity. Besides the reduction of the
physical workload, which will lead to an increase in physiological motivation in
the workforce, the altered working conditions and safer working environment
will increase the psychological motivation as well.

• Equipment, utilities and material: This is one of the most critical aspects. These
resources must be present in a sufficient amount and at the right time. Depending
on the available space for onsite storage of spare parts, construction material etc.
resources should be available to ensure a continuous production process at all
times. In addition to the elementary factors, the dispositional factors (planning,
management and organization) of the operational production are also affected.

• Organization: Rethinking the entire site organization, at both the operational and
management level, is reasonable. Long-term impacts on corporate strategies and
business models are very likely.

• Operational management: Due to changed logistics and work processes, the
redesign of tasks, responsibilities and other considerations is necessary.

• Planning: Continuous use of BIM will be inherent.
• Monitoring: In addition to traditional onsite construction supervision, the site

can be monitored and coordinated via continuous data connection from a control
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room. In addition, a head control room can monitor multiple sites and allocate
resources, facilitating management of multiple projects.

When considering prospective changes in the context of operational production
factors, it is clear that there will be a shift from executive work towards dispositive
work. The changed roles and responsibilities impose the acquirement of additional
competencies and skills.

Vocational education and training concepts relevant to several professions must
adjust in response to the drive toward the use of cable robots. In particular, curricula
for the operational construction workforce, including bricklayers, concrete con-
struction workers and construction equipment operators, should be redesigned.
With the goal of imparting a thorough understanding of the technology and new
working methods, depending on the characteristics of specific professions, addenda
to curricula should include the following: mechatronics, computer networks,
communication systems, real-time systems, programming and algorithms, data-
bases, modeling and simulation, and data security. Additionally, there will be a
need to educate foremen, site managers, area managers and company management.

A similar development has already occurred in the automotive industry. As an
example, the profession of car mechanic has changed over time to include new
professions in response to technological developments, such new roles include the
car electrician and the car mechatronic technician (all as apprenticeships). A similar
development is taking place in the construction industry; apprenticeships for pro-
fessions such as agricultural and construction mechatronics technician were foun-
ded as early as 2014. This profession is already engaged in 3D printing, however,
the current focus is construction equipment and machinery (especially designing
and printing of spare parts) and not the building itself.

The execution of construction processes is the subject of the following case
study.

Economic Case Study

The case study models simulate the operative level. The aim is to have a con-
struction project model that can represent connections and dependencies, and, more
importantly, predict tendencies and dynamics within the construction process.
Additionally, elementary supply chains will be included in the project model to
allow examination of their influence on the project. The present case study and
subsequent dynamic simulations should provide answers to the following questions:

• Which parameters affect the economy of the robot?
• How do the costs change with the passing of time?
• Which features can be identified that deviate from the normal building process?
• What risks arise from automation of the system?
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Traditionally, the construction of a building shell depends on the formworks of
the processes, reinforcing, concreting and brickworking [3]. As discussed in this
paper, making use of a cable robot will fundamentally change the aforementioned
process. For instance, there will be no need for formworks and reinforcing, and
concreting will be minimized. Brickworking will be, from the process perspective,
unchanged. Therefore, a comparison of the brickworking of the outer wall and the
inner wall is the subject of this case study. Furthermore, only the working steps for
completion of the building shell are considered in detail. Processes considered
herein include brickwork and precast elements of shell construction. Earthworks
and foundations are assumed to be completed. Resources like materials, tools and
personnel are included in the calculations. The tasks neglected by this study are
considered to be services contributed by subcontractors or third-parties. The current
results are based on the design of the actual prototype, initial simulations and case
studies. The conclusions show the actual state of research. These research activities
focus on bricklaying and the identification of construction methods that work well
with the cable robot. The identified construction methods will be evaluated in
practice in the near future.

To investigate the questions posed, a fictitious building is considered. This case
study can only show a small part of the theoretical options and this example is not
optimized on the basis of economic parameters, but it illustrates the differences
between the conventional building process and processes employing a cable robot.
A system dynamics model based on data from the prototype and estimated values is
used. The parameters were chosen so that fundamental statements can be taken.
Figure 9 shows the 1st floor with inner walls and parts of the ceiling. In total, the
building has three floors and a float roof.

Other input parameters include the following:

• The building area is 350 m2. This area is also supposed to be covered by the
prefabricated elements for the ceiling.

• The area for bricklaying the outside wall is 260 m2 per each floor, including
openings.

• The area for bricking the inner wall is 220 m2 per floor, including openings.

Fig. 9 Principle sketch of the
1st floor
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• The building process for the floating roof is the same as for the ceilings.
• Only the shell construction is supported by the robot. All further construction

processes are done conventionally.

The onsite flows with and without a robot are different. As an example, Fig. 10
illustrates the differences in the material flow for install bricks.

A comparison of the process chains shows that the process chain with a robot
encompasses fewer steps. In contrast to the setup of a conventional construction
site, which is primarily composed of parts containers, tower cranes and storage
space [11], a cable robot obviates the need for tower cranes and interim storage
directly at the installation point. Moreover, it will be shown that the total time from
unloading to installation using a cable robot is significantly reduced relative to the
conventional bricklaying process.

The unloading, transport and storing processes are analogous to bricklaying
without a robot. Major distinctions emerge with respect to transport inside the

Fig. 10 Material flows of bricking with and without cable robot

Table 2 Initializing parameters for the case study

Parameter Description

Material parameters

Average material transport with cable robot* 12 m

Bricksize (outer walls) L/W/H = 1.00/0.24/0.5 m

Bricksize (inner walls) L/W/H = 1.00/0.24/0.5 m

Size of prefabricated elements L/W/H = 3/0.45/0.15 m = 0.5 t

Cable robot parameters

Platform speed* 1 m/s Parameters to be
verified
on prototype

Grip material* 0.3 min

Settling material* 0.3 min

Limit of material weight* 0.5 t

Total system cost* 1,500,000 € Parameter is estimated

Deprecation of robot 46,000 €/month (6.5% interest)

Cost assembly and dismantling for robot* 15,000 €/per use
Operating cost robot* 9,000 €/month

Personal* 20,000 €/month 2 skilled workers

*Estimated parameters were recognized unfavorable
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created building. From this stage, large differences in the cycle times of the pro-
cedures become obvious. For example, transport by tower cranes, miniature cranes
or pushcarts is much slower than transport by a lifter and a robot.

In the following discussion, the time required for shell construction will be
investigated. At the current stage of research, precise economic forecasts would be
premature, but the simulation results based on the parameters in Table 2 suggest the
automated approach provides time and cost benefits (vide infra).

Figure 11 shows the essential results of the case study. A very interesting result
is that loading the pre-fabricated elements requires nearly the same time as the
conventional method using a tower crane (5 h for loading). The robot is much faster
per element, but this advantage is nullified by the low payload that mandates the use
of smaller and more lightweight pre-fabricated elements. This low payload means
that nearly 260 pieces of elements must be moved (versus 20 elements when
loading with a tower crane).

With respect to the bricklaying processes, the low payload plays no role. Here,
the higher speed of the robot generates a major economic advantage!

Fig. 11 Building process with and without cable robot

Process Analysis of Cable-Driven Parallel Robots … 81
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In conclusion, this first case study shows the potential associated with the use of
a cable robot for shell construction. The results show that some parameters are
vitally important when using a cable robot, these parameters include (in order):

1. Total working hours per day
2. Moving speed of the platform
3. Depreciation of the robot
4. Total price of the complete system

The most influential factor is the number of working hours per day. In this case
study, the system had to work for a minimum of 11 h a day to ensure an economic
building process.

Discussion and Conclusion

This article presented an interdisciplinary research approach that links the con-
struction industry and modern mechatronic systems. Specifically, the application of
a cable robot for the automated construction of a building was presented on a
conceptual level. In addition to discussing paradigm changes, a detailed examina-
tion of automated processes was presented within the framework of bricklaying.
The design of a prototype was also presented.

Initial discussions show that automated construction techniques, which can make
use of components like bricks and prefabricated elements, can be applied advan-
tageously to all building types, including those with multiple floors. A concluding
economic feasibility analysis indicates that this concept holds significant potential
for time and cost savings. Clearly, a robot requires novel specific site logistics.
A standstill must be avoided. For a detailed analysis, BIM models with dimensions,
materials and processes are needed.

In the near future, a prototype will be realized and experiments will be per-
formed, providing insight into the potential accuracy and practical performance of
the strategy outlined herein. In parallel, a more detailed simulation of all working
steps involved in building construction need to be modelled to enable more detailed
analyses of technical processes as well as predictions of the economic feasibility for
different types of buildings under various conditions.
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Design of Reconfigurable Cable-Driven
Parallel Robots

Lorenzo Gagliardini, Marc Gouttefarde and Stéphane Caro

Abstract This chapter is dedicated to the design of Reconfigurable Cable-Driven

Parallel Robots (RCDPRs) where the locations of the cable exit points on the base

frame can be selected from a finite set of possible values. A task-based design strat-

egy for discrete RCDPRs is formulated. By taking into account the working environ-

ment, the designer divides the prescribed workspace or trajectory into parts. Each

part shall be covered by one configuration of the RCDPR. Placing the cable exit

points on a grid of possible locations, numerous CDPR configurations can be gener-

ated. All the possible configurations are analysed with respect to a set of constraints

in order to determine the parts of the prescribed workspace or trajectory that can be

covered. The considered constraints account for cable interferences, cable collisions,

and wrench feasibility. The configurations satisfying the constraints are then com-

pared in order to find the combinations of configurations that accomplish the required

task while optimising one or several objective function(s). A case study comprising

the design of a RCDPR for sandblasting and painting of a three-dimensional tubular

structure is finally presented. Cable exit points are reconfigured, switching from one

side of the tubular structure to another, until three external sides of the structure are

covered. The optimisation includes the minimisation of the number of cable attach-

ment/detachment operations required to switch from one configuration to another

one, minimisation of the size of the RCDPR, and the maximisation of the RCDPR

stiffness.
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Introduction

Cable-Driven Parallel Robots (CDPRs) form a particular class of parallel robots

whose moving platform is connected to a fixed base frame by cables. Hereafter, the

connection points between the cables and the base frame will be referred to as exit

points. The cables are coiled on motorised winches. Passive pulleys may guide the

cables from the winches to the exit points. A central control system coordinates the

motors actuating the winches. Thereby, the pose and the motion of the moving plat-

form are controlled by modifying the cable lengths. An example of CDPR is shown

in Fig. 1.

CDPRs have several advantages such as a relatively low mass of moving parts, a

potentially very large workspace due to size scalability, and reconfiguration capabili-

ties. Therefore, they can be used in several applications, e.g. heavy payload handling

and airplane painting [1], cargo handling [15], warehouse applications [14], large-

scale assembly and handling operations [28, 33], and fast pick-and-place operations

[18, 21, 29]. Other possible applications include the broadcasting of sporting events,

haptic devices [8, 10, 31], support structures for giant telescopes [34, 35], and search

and rescue deployable platforms [23, 24]. Recent studies have been performed within

the framework of an ANR Project CoGiRo [2] where an efficient cable layout has

been proposed [11] and used on a large CDPR prototype called CoGiRo.

CDPRs can be used successfully if the tasks to be fulfilled are simple and the

working environment is not cluttered. When these conditions are not satisfied, Re-

configurable Cable-Driven Parallel Robots (RCDPRs) may be required to achieve

the prescribed goal. In general, several parameters can be reconfigured, as described

in section “Classes of RCDPRs”. Moreover, these reconfiguration parameters can be

selected in a discrete or a continuous set of possible values.

Preliminary studies on RCDPRs were performed in the context of the NIST
RoboCrane project [5]. Izard et al. [16] also studied a family of RCDPRs for in-

Fig. 1 Architecture of a CDPR developed in the framework of the IRT Jules Verne CAROCA

project
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Fig. 2 CAROCA prototype: a reconfigurable cable-driven parallel robot working in a cluttered

environment (Courtesy of IRT Jules Verne and STX France)

dustrial applications. Rosati et al. [32, 36] and Zhou et al. [38, 39] focused their

work on planar RCDPRs. Recently, Nguyen et al. [26, 27] proposed reconfigura-

tion strategies for large-dimension suspended CDPRs mounted on overhead bridge

cranes. Contrary to these antecedent studies, this chapter considers discrete recon-

figurations where the locations of the cable exit points are selected from a finite set

(grid) of possible values. Hereafter, reconfigurations are limited to the cable exit

point locations and the class of RCDPRs whose exit points can be placed on a grid

of positions is defined as discrete RCDPRs.
Figure 2 shows the prototype of a reconfigurable cable-driven parallel robot de-

veloped at IRT Jules Verne within the framework of CAROCA project. This pro-

totype is reconfigurable for the purpose of being used for industrial operations in

a cluttered environment. Indeed, its pulleys can be displaced onto the robot frame

faces such that the collisions between the cables and the environment can be avoided

during operation. The prototype has eight cables, can work in both suspended and

fully constrained configurations and can carry up to 400 kg payloads. It contains

eight motor-geardhead-winch sets. The nominal torque and velocity of each motor

are equal to 15.34 Nm and 2200 rpm, respectively. The ratio of the twp-stage gear-

heads is equal to 40. The diameter of the Huchez™ industrial winches is equal to

120 mm. The CAROCA prototype is also equipped with 6 mm non-rotating steel

cables and a B&R control board using Ethernet Powerlink™ communication.

To the best of our knowledge, no design strategy has been formulated in the liter-

ature for discrete RCDPRs. Hence, section “Design Strategy for RCDPRs” presents

a novel task-based design strategy for discrete RCDPRs. By taking into account the

working environment, the designer divides the prescribed workspace or trajectory

into nt parts. Each part will be covered by one and only one configuration of the
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RCDPR. Then, for each configuration, the designer selects a cable layout, parametris-

ing the position of the cable exit points. The grid of locations where the cable exit

points can be located is defined by the designer as well. Placing the exit points on the

provided set of possible locations, it is possible to generate many CDPR configura-

tions. All the possible configurations are analysed with respect to a set of constraints

in order to verify which parts of the prescribed workspace or trajectory can be cov-

ered. The configurations satisfying the constraints are compared in order to find the

combinations of nt configurations that accomplish the required task and optimise

at the same time one or several objective function(s). A set of objective functions,

dedicated to RCDPRs, is provided in section “Global Objective Functions”. These

objective functions aim at maximising the productivity (production cycle time) and

reducing the reconfiguration time of the cable exit points. Let us note that if the de-

sign strategy introduced in section “Design Strategy for RCDPRs” does not produce

satisfactory results, the more advanced but complex method recently introduced by

the authors in [9] can be considered.

In order to analyse the advantages and limitations of the proposed design strat-

egy, a case study is presented in section “Case Study: Design of a RCDPRs for

Sandblasting and Painting of a Large Tubular Structure”. It involves the design of

an RCDPR for sandblasting and painting of a three-dimensional tubular structure.

The tools performing these operations are embarked on the RCDPR moving plat-

form, which follows the profile of the tubular structure. Each side of the tubular

structure is associated to a single configuration. Cable exit points are reconfigured

switching from one side of the tubular structure to another, until three external sides

of the structure are sandblasted and painted. The cable exit point locations of the

three configurations to be designed are optimised so that the number of cable at-

tachment/detachment operations required to switch from a configuration to another

is minimised. The size of the RCDPR is also minimised while its stiffness is max-

imised along the trajectories to be followed.

Classes of RCDPRs

CDPRs usually consist of several standard components: A fixed base, a moving plat-

form, a set of m cables connecting the moving platform to the fixed base through a

set of pulleys, a set of m winches, gearboxes and actuators, and a set of internal

and external sensors. These components are usually dimensioned in such a way that

the geometry of the CDPR does not vary during the task. However, by modifying

the CDPR geometry, the capabilities of CDPRs can be improved. RCDPRs are then

defined as CDPRs whose geometry can be adapted by reconfiguring part of their

components. RCDPRs can then be classified according to the components, which

are reconfigured and the nature of the reconfigurations.
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Fig. 3 CableBot designs with cable exit points fixed to a grid (left) and with cable exit points

sliding on rails (right). Courtesy of the European FP7 project CableBot

Reconfigurable Elements and Technological Solutions

Part of the components of an RCDPR may be reconfigured in order to improve its

performances. The geometry of the RCDPRs is mostly dependent on the locations

of the cable exit points, the locations of the cable attachment points on the moving

platform, and the number of cables.

The locations of the cable exit points Ai, i = 1,… ,m have to be reconfigured to

avoid cable collisions when the environment is strongly cluttered. Indeed, modifying

the cable exit point locations can increase the RCDPR workspace size. Furthermore,

the reconfiguration of cable exit points provides the possibility to modify the layout

of the cables and improve the performance of the RCDPR (such as its stiffness).

From a technological point of view, the cable exit points Ai are displaced by moving

the pulleys orienting the cables and guiding them to the moving platform. Pulleys

are connected on the base of the RCDPR. They can be displaced by sliding them

on linear guides or fixing them on a grid of locations, as proposed in the concepts

of Fig. 3. These concepts have been developed in the framework of the European

FP7 Project CableBot [4, 7, 25]. Alternatively, pulleys can be connected to several

terrestrial or aerial unmanned vehicles, as proposed in [17, 22, 37].

The geometry of the RCDPR and the cable layout can be modified as well by

displacing the cable anchor points on the moving platform, Bi, i = 1,… ,m. Chang-

ing the locations of points Bi allows the stiffness of the RCPDR as well as its wrench

(forces and moments) capabilities to be improved. A modification of the cable anchor

points may also result in an increase of the workspace dimensions. The reconfigura-

tion of points Bi can be performed by attaching and detaching the cables at different

locations on the moving platform.

The numberm of cables has a major influence on performance of the RCDPR. Us-

ing more cables than DOFs can enlarge the workspace of suspended CDPRs [11] or

yields fully constrained CDPRs where internal forces can reduce vibrations, e.g. [18].

However, the larger the number of cables, the higher the risk of collisions. In this

case, the reconfiguration can be performed by attaching or detaching one or several

cable(s) to/from the moving platform and possibly to/from a new set of exit points.

Furthermore, by attaching and detaching one or several cable(s), the architecture
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Table 1 CDPR reconfigurable parameter classification

Reconfigurable parameter Discrete domain Continuous domain

Exit point locations Yes Yes

Platform anchor point

locations

Yes Yes

Cable number Yes No

of the RCDPRs can be modified, permitting both suspended and fully constrained

CDPR configurations.

Discrete and Continuous Reconfigurations

According to the reconfigured components and the associated technology, reconfig-

uration parameters can be selected over a continuous or discrete domain of values, as

summarised in Table 1. Reconfigurations performed over a discrete domain consist

of selecting the reconfigurable parameters within a finite set of values. Modifying

the number of cables is a typical example of a discrete reconfiguration. Discrete re-

configurations also apply to cable anchor points, when the cables can be installed

on the moving platform at a (discrete) number of specific locations, e.g. its corners.

Another example of discrete RCDPR is represented in Fig. 3 (left). In this concept,

developed in the framework of the European FP7 Project CableBot, cable exit points

are installed on a predefined grid of locations on the ceiling. Discrete reconfigura-

tions are performed off-line, interrupting the task the RCDPR is executing. For this

reason, the set up time for these RCDPRs can be relative long. On the contrary,

RCDPRs with discrete reconfigurations can use the typical control schemes already

developed for CDPRs. Furthermore, they do not require to motorise the cable exit

points, thereby avoiding a large increase of the CDPR cost.

Reconfigurations performed over a continuous domain provide the possibility of

selecting the geometric parameters over a continuous set of values delimited by upper

and lower bounds. A typical example of continuous RCDPR is represented in Fig. 3

(right), which illustrates another concept developed in the framework of the Euro-

pean FP7 Project CableBot. In this example, the cable exit points slide on rails fixed

on the ceiling. Reconfigurations can be performed on-line, by continuously modify-

ing the reconfigurable parameters during the task execution. The main advantages of

continuous reconfigurations are the reduced set-up time and the local optimisation

of the RCDPR properties. However, modifying the locations of the exit points in

real time may require the design of a complex control scheme. Furthermore, the cost

of RCDPRs with continuous reconfigurations is significantly higher than the cost of

discrete RCDPRs when the movable pulleys are actuated.
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Fig. 4 Schematic of a RCDPR. The red points represent the possible locations of the cable exit

points, where the pulleys can be fixed

Nomenclature for RCDPRs

Similarly to CDPRs, an RCDPR is mainly composed of a moving platform connected

to the base through a set of cables, as illustrated in Fig. 4. The moving platform is

driven by m cables, which are actuated by winches fixed on the base frame of the

robot. The cables are routed by means of pulleys to exit points from which they

extend toward the moving platform. The main difference between this chapter and

previous works on CDPRs is the possibility to displace the cable exit points on a grid

of possible locations.

As illustrated in Fig. 4, Fb, of origin Ob and axes 𝐱b, 𝐲b, 𝐳b, denotes a fixed refer-

ence frame while Fp of origin Op and axes 𝐱p, 𝐲p and 𝐳p, is fixed to the moving plat-

form and thus called the moving platform frame. The anchor points of the i-th cable

on the platform are denoted as Bi,c, where c represents the configuration number. For

the c-th configuration, the exit point of the i-th cable is denoted as Ai,c, i = 1,… ,m.

The Cartesian coordinates of each point Ai,c, with respect to Fb, are given by the

vector 𝐚bi,c while 𝐛bi,c is the position vector of point Bi,c expressed in Fb. Neglecting

the cable mass, the vector 𝐥bi,c directed along the i-th cable from point Bi,c to point

Ai,c can be written as:

𝐥bi,c = 𝐚bi,c − 𝐭 − 𝐑𝐛pi,c i = 1,… ,m (1)

where 𝐭 is the moving platform position, i.e. the position vector of Op in Fb, and

𝐑 is the rotation matrix defining the orientation of the moving platform, i.e. the

orientation of Fp with respect to Fb. The length of the i-th cable is then defined by

the 2-norm of the cable vector 𝐥bi,c, namely, li,c = ‖𝐥bi,c‖2, i = 1,… ,m.
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In order to balance an external wrench (combination of a force and a moment),

each cable generates on the moving platform a wrench proportional to its tension

𝜏i = 1,… ,m. The cables balance the external wrench 𝐰e, according to the following

equation [30]:

𝐖𝝉 + 𝐰e = 0 (2)

The cable tensions are collected into the vector 𝝉 =
[
𝜏1,… , 𝜏m

]
and multiplied by

the wrench matrix 𝐖 whose columns are composed of the unit wrenches 𝐰i exerted

by the cables on the platform:

𝐖 =
[ 𝐝b1,c 𝐝b2,c … 𝐝bm,c
𝐑𝐛p1,c × 𝐝b1,c 𝐑𝐛

p
2,c × 𝐝b2,c … 𝐑𝐛pm,c × 𝐝bm,c

]

(3)

where 𝐝bi,c, i = 1,… ,m are the unit cable vectors associated with the cth configura-

tion:

𝐝bi,c =
𝐥bi,c
li,c

, i = 1,… ,m (4)

Design Strategy for RCDPRs

Similarly to CDPRs, the design of RCDPRs requires the dimensioning of all its com-

ponents. In this chapter, the design of RCDPRs focuses on the selection of the cable

exit point locations. The other components of the RCDPR are required to be chosen

in advance.

Design Problem Formulation

The RCDPR design strategy proposed in this section and illustrated in Fig. 5 con-

sists of ten steps. The design can be formulated as a mono-objective or hierarchical

multi-objective optimisation problem. The designer defines a prescribed workspace

or moving platform trajectory and divides it into nt parts. Each part should be cov-

ered by one and only one configuration. The design variables are the locations of

the cable exit points for the nt configurations covering the nt parts of the prescribed

workspace or trajectory. The global objective functions investigated in this chapter

(section “Global Objective Functions”) aim to reduce the overall complexity of the

RCDPR and the reconfiguration time. The optimisation is performed while verify-

ing a set of user-defined constraints such as those presented in section “Constraint

Functions ”.

Step I. Task and Environment. The designer describes the task to be performed.

He/She specifies the nature of the problem, defining if the motion of
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Fig. 5 Design strategy for RCDPRs

the moving platform is static, quasi-static or dynamic. According to the

nature of the problem, the designer defines the external wrenches applied

to the moving platform and, possibly, the required moving platform twist

and accelerations. The prescribed workspace or trajectory of the moving

platform is given. A description of the environment is provided as well,

including the possible obstacles encountered during the task execution.

Step II. Division of the Prescribed Trajectory. Given the prescribed workspace or

moving platform trajectory, the designer divides it into nt parts, assuming

that each of them is accessible by one and only one configuration of the

RCDPR. The division may be performed by trying to predict the possible

collisions of the cables and the working environment.
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Step III. Constant Design Parameters. The designer defines a set of constant de-

sign parameters and their values. The parameters are collected in the

constant design parameter vector 𝐪.

Step IV. Design Variables and Layout Parametrisation. For each part of the pre-

scribed workspace or moving platform trajectory, the designer defines

the cable layout of the associated configuration. The cable layout associ-

ated with the t-th part of the prescribed workspace or trajectory defines

the locations of the cable exit points, parametrised with respect to a set of

nt,v design variables, ut,v, v = 1,… , nt,v. The design variables are defined

as a discrete set of 𝜀t,v values, [u]t,v, v = 1,… , nt,v.
Step V. RCDPR Configuration Set. For each part of the prescribed trajectory, the

possible configurations, which can be generated combining the values

[u]t,v, v = 1,… , nt,v of the nt,v design variables, are computed. Therefore,

nt,C =
∏nt,v

v=1 𝜀t,v possible configurations are generated for the tth part of

the prescribed workspace or trajectory.

Step VI. Constraint Functions. The user defines a set of n
𝜙

constraint functions,

𝜙k, k = 1,… , n
𝜙

. These functions are applied to all possible configura-

tions associated to the nt parts of the prescribed workspace or trajectory.

Step VII. Configuration Analysis. For each portion of the prescribed workspace or

trajectory, all the possible configurations generated at Step V with re-

spect to the n
𝜙

user-defined constraint functions are tested. The nf ,t con-

figurations satisfying the constraints all over the tth part of the prescribed

workspace or trajectory are defined hereafter as feasible configurations.

Step VIII. Feasible Configuration Combination. The set of nt configurations that

lead to the achievement of the prescribed task are computed. Each set

is composed by selecting one of the nf ,t feasible configurations for each

part of the prescribed workspace or trajectory. The number of feasible

configuration sets generated during this step is equal to nC .

Step IX. Objective Functions. The designer defines one or more global objective

function(s), Vt, t =, 1,… , nV , where nV is equal to the number of global

objective functions taken into account. The global objective functions

associated with RCDPRs do not focus solely on a single configuration.

They analyse the properties of the combination of nt configurations com-

prising the RCDPR. If several global objective functions are to be solved

simultaneously, the optimisation problem can be classically reduced to

a mono-objective optimisation according to:

V =
nV∑

t=1
𝜇tVt, 𝜇t ∈ [0, 1] ,

nV∑

t=1
𝜇t = 1 (5)

The weighting factors 𝜇t, t = 1,… , nV , are defined according to the pri-

ority assigned to each objective function Vt, the latter lying between
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0 and 1. If several global optimisation functions have to be solved hi-

erarchically, the designer will define those functions according to their

order of priority, t = 1,… , nV , where V1 has the highest priority and

VnV the lowest one.

Step X. Discrete Optimisation Algorithm. The design problem is formulated as

an optimisation problem and solved by analysing all the nC set of feasi-

ble configurations. The analysis is performed with respect to the global

objective functions defined at Step IX. The sets of nt configurations with

the best global objective function value are determined. If a hierarchi-

cal multi-objective optimisation is required, the following procedure is

applied:

a. The algorithm analyses the nC sets of feasible configurations with re-

spect to the global objective function which currently has the highest

priority, Vt (the procedure is initialised with t = 1).

b. If only one set of configuration optimises Vt, this solution is consid-

ered as the optimum. On the contrary, if nC ,t multiple solutions opti-

mise Vt, the algorithm proceeds to the following step.

c. The algorithm analyses the nC ,t sets of optimal solutions with respect

to the global objective function with lower priority, Vt+1. Then, t =
t + 1 and the procedure moves back to Step b.

Global Objective Functions

The design strategy proposed in the previous section aims to optimise the charac-

teristics of the RCDPR. The optimisation may be performed with respect to one or

several global objective functions. The objective functions used in this chapter are

described hereafter.

RCDPR Size

The design optimisation problem may aim to minimise the size of the robot, defined

as the convex hull of the cable exit points. The Cartesian coordinates of exit point

Ai,c are defined as 𝐚bi,c = [axi,c, a
y
i,c, a

z
i,c]

T
. The variables sx, sy and sz denote the lower

bounds on the Cartesian coordinates of the cable exit points along the axes 𝐱b, 𝐲b
and 𝐳b, respectively:

sx = min axi,c, ∀i = 1, ...,m, c = 1, ..., nt (6)

sy = min ayi,c, ∀i = 1, ...,m, c = 1, ..., nt (7)

sz = min azi,c, ∀i = 1, ...,m, c = 1, ..., nt (8)
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The upper bounds on the Cartesian coordinates of the RCDPR cable exit points,

along the axes 𝐱b, 𝐲b, 𝐳b, are denoted by s̄x, s̄y and s̄z, respectively.

s̄x = max axi,c, ∀i = 1, ...,m, c = 1, ..., nt (9)

s̄y = max ayi,c, ∀i = 1, ...,m, c = 1, ..., nt (10)

s̄z = max azi,c, ∀i = 1, ...,m, c = 1, ..., nt (11)

Hence, the objective function related to the size of the robot is expressed as follows:

V = (s̄x − sx)(s̄y − sy)(s̄z − sz) (12)

Number of Cable Reconfigurations

According to the reconfiguration strategy proposed in this chapter, reconfiguration

operations require the displacement of the cable exit points, and consequently at-

taching/detaching operations of the cables. These operations are time consuming.

Hence, an objective can be to minimise the number of reconfigurations, nr, defined

as the number of exit point changes to be performed in order to switch from config-

uration Ci to configuration Cj. By reducing the number of cable attaching/detaching

operations, the RCDPR set up time could be significantly reduced.

Number of Configuration Changes

During the reconfiguration of the exit points, the task executed by the RCDPR has

to be interrupted. These interruptions impact the task execution time. Therefore, it

may be necessary to minimise the number of interruptions, ni, in order to improve

the effectiveness of the RCDPR. The objective function V = ni associated with this

goal measures the number of configuration changes, ni, to be performed during a

prescribed task.

RCDPR Complexity

The higher the number of configuration sets nC allowing to cover the prescribed

workspace or trajectory, the more complex the RCDPR. When the RCDPR requires

a large number of configurations, the base frame of the CDPR may become complex.

In order to minimise the complexity of the RCDPR, an objective can be to minimise

the overall number of exit point locations, V = ne, required by the nC configuration

sets. Therefore, the optimisation aims to maximise the number of exit point locations

shared among two or more configurations.
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Constraint Functions

Any CDPR optimisation problem has to take into account some constraints. Those

constraints represent the technical limits or requirements that need to be satisfied.

The constraints used in this chapter are described hereafter.

Wrench Feasibility

Since cables can only pull on the platform, the tensions in the cables must always

be non-negative. Moreover, cable tensions must be lower than an upper bound, 𝜏max,

which corresponds either to the maximum tension 𝜏max1 the cables (or other mechan-

ical parts) can bear, or to the maximum tension 𝜏max2 the motors can provide.

The cable tension bounds can thus be written as:

0 ≤ 𝜏i ≤ 𝜏max, ∀i = 1,… ,m (13)

where 𝜏max = min {𝜏max1, 𝜏max2}.

Due to the cable tension bounds, RCDPRs can balance only a bounded set of ex-

ternal wrenches. In this chapter, the set of external wrenches applied to the platform

and that the cables have to balance is called the required external wrench set and is

denoted [𝐰e]r. Moreover, the set of of admissible cable tensions is defined as:

[𝝉] = {𝜏i | 0 ≤ 𝜏i ≤ 𝜏max, i = 1,… ,m} (14)

A pose (position and orientation) of the moving platform is then said to be wrench

feasible if the following constraint holds:

∀𝐰e ∈ [𝐰e]r, ∃𝝉 ∈ [𝝉] such that 𝐖𝝉 + 𝐰e = 0 (15)

Eq. (15) can be rewritten as follows:

𝐂𝐰e ≤ 𝐝, ∀𝐰e ∈ [𝐰e]r (16)

Methods to compute matrix 𝐂 and vector 𝐝 are presented in [6, 12].

Cable Lengths

Due to technological reasons, cable lengths are bounded between a minimum cable

length, lmin, and a maximum cable length, lmax:

lmin ≤ li,c ≤ lmax, ∀i = 1,… ,m (17)
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The minimum cable lengths are defined so that the RCDPR moving platform is not

too close to the base frame. The maximum cable lengths depend on the properties of

the winch drums that store the cables, in particular their lengths and their diameters.

Cable Interferences

A second constraint is related to the possible collisions between cables. If two or

more cables collide, the geometric and static models of the CDPR are not valid any-

more and the cables can be damaged or their lifetime severely reduced.

In order to verify that cables do not interfere, it is sufficient to determine the

distances between them. Modeling the cables as linear segments, the distance dcci,j
between the ith cable and the jth cable can be computed, e.g. by means of the method

presented in [20]. There is no interference if the distance is larger than the diameter

of the cables, 𝜙c:

dcci,j ≥ 𝜙c ∀i, j = 1,… ,m, i ≠ j (18)

The number of possible cable interferences to be verified is equal to Cm
2 = m!

2!(m−2)!
.

Note that, depending on the way the cables are routed from the winches to the moving

platform, possible interferences of the cable segments between the winches and the

pulleys may have to be considered.

Collisions Between the Cables and the Environment

Industrial environments may be cluttered. Collisions between the environment and

the cables of the CDPR should be avoided. In general, for fast collision detection, the

environment objects (obstacles) are enclosed in bounding volumes such as spheres

and cylinders. When more complex shapes have to be considered, their surfaces are

approximated with polygonal meshes. Thus, collision analysis can be performed by

computing the distances between the edges of those polygons and the cables, e.g. by

using [20]. Many other methods may be used, e.g., those described in [4].

In the case study presented in section “Case Study: Design of a RCDPRs for Sand

blasting and Painting of a Large Tubular Structure”, a tubular structure is considered.

The ith cable and the kth structure tube will not collide if the distance between the

cable and the axis (straight line segment) of the structure tube is larger than the sum

of the cable radius 𝜙c∕2 and the tube radius 𝜙s∕2, i.e.:

dcsi,k ≥
(
𝜙c + 𝜙s

)

2
∀i = 1,… ,m,∀k = 1,… , nst (19)

where nst denotes the number of tubes composing the structure.
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Pose Infinitesimal Displacement Due to the Cable Elasticity

Cables are not perfectly rigid body. Under load, they are notably subjected to elon-

gations that may induce some moving platform displacements. In order to quantify

the stiffness of the CDPR, an elasto-static model may be used:

𝛿𝐰𝐞 = 𝐊𝛿𝐩 = 𝐊
[
𝛿𝐭
𝛿𝐫

]

(20)

where 𝛿𝐰𝐞 is the infinitesimal change in the external wrench applied to the plat-

form, 𝛿𝐩 is the infinitesimal displacement screw of the moving platform and 𝐊 is

the stiffness matrix whose computation is explained in [3]. 𝛿𝐭 =
[
𝛿tx, 𝛿ty, 𝛿tz

]T
is the

variation in the moving platform position and 𝛿𝐫 = [𝛿rx, 𝛿ry, 𝛿rz]T is the vector of the

infinitesimal (sufficiently small) rotations of the moving platform around the axes 𝐱b,

𝐲b and 𝐳b.

The pose variation should be bounded by the positioning error threshold vector,

𝛿𝐭 =
[
𝛿tx,c, 𝛿ty,c, 𝛿tz,c

]
, where 𝛿tx,c, 𝛿ty,c and 𝛿tz,c are the bounds on the positioning

errors along the axes 𝐱b, 𝐲b and 𝐱b, and the orientation error threshold vector, 𝛿𝝓 =[
𝛿𝛾c, 𝛿𝛽c, 𝛿𝛼c

]
, where 𝛿𝛾c, 𝛿𝛽c and 𝛿𝛼c are the bounds on the platform orientation

errors about the axes 𝐱b, 𝐲b and 𝐳b, i.e.:

−
[
𝛿tx,c, 𝛿ty,c, 𝛿tz,c

]
≤
[
𝛿tx, 𝛿ty, 𝛿tz

]
≤
[
𝛿tx,c, 𝛿ty,c, 𝛿tz,c

]
(21)

−
[
𝛿𝛾c, 𝛿𝛽c, 𝛿𝛼c

]
≤ [𝛿𝛾, 𝛿𝛽, 𝛿𝛼] ≤

[
𝛿𝛾c, 𝛿𝛽c, 𝛿𝛼c

]
(22)

Case Study: Design of a RCDPRs for Sandblasting
and Painting of a Large Tubular Structure

Problem Description

The necessity to improve the production rate of large tubular structures has incited

companies to investigate new technologies. These technologies should be able to

reduce manufacturing time associated with the assembly of the structure parts or the

treatment of their surfaces. Painting and sandblasting operations over wide tubular

structures can be realised by means of RCDPRs, as illustrated in the present case

study.

Task and Environment

The tubular structure selected for the given case study is 20 m long, with a cross

section of 10 m x 10 m. The number of tubes to be painted is equal to twenty. Their
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Fig. 6 Case study model and prescribed paths P1, P2 and P3 of the moving platform CoM

diameter, 𝜙s, is equal to 0.8 m. The sandblasting and painting operations are realised

indoor. The structure lies horizontally in order to reduce the dimensions of the paint-

ing workshop. The whole system can be described with respect to a fixed reference

frame, Fb, of origin Ob and axes 𝐱b, 𝐲b, 𝐳b, as illustrated in Fig. 6.

Sandblasting and painting tools are embarked on the RCDPR moving platform.

The Center of Mass (CoM) of the platform follows the profile of the structure tubes

and the tools perform the required operations. The paths to be followed, P1, P2 and

P3, are represented in Fig. 6. Note that each path Pi, i = 1,… , 3 is discretised into

38 points Pj,i, j = 1,… , 38 i = 1,… , 3 and that np denotes the corresponding total

number of points. The offset between paths Pi, i = 1,… , 3 and the structure tubes

is equal to 2 m. No path will be assigned to the lower external side of the structure,

since it is sandblasted and painted from the ground.

Division of the Prescribed Workspace

In order to avoid collisions between the cables and structure, reconfigurations of the

cable exit points are necessary. Each external side of the structure should be painted

by only one robot configuration. Three configurations are necessary to work on the

outer part of the structure, configuration Ci being associated to path Pi, i = 1, 2

and 3, in order not to interrupt the painting and sandblasting operations during their
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execution. Passing from one configuration to another, one or more cables are discon-

nected from their exit points and connected to other exit points located elsewhere.

For each configuration, the locations of the cable exit points are defined as variables

of the design problem. In the present case study, the dimensions of the platform as

well as the position of the cable anchor points on the platform are fixed.

Constant Design parameters

The number of cables, m = 8, the cable properties, and the dimensions of the plat-

form are given. Those parameters are the same for the three configurations. The

moving platform of the RCDPR analysed in this case study is driven by steel cables.

The maximum allowed tension in the cables, 𝜏max, is equal to 34950 N and we have:

0 < 𝜏i ≤ 𝜏max, ∀i = 1,… , 8 (23)

Moreover, lp, wp and hp denote the length, width and height of the platform, respec-

tively: lp = 30 cm, wp = 30 cm and hp = 60 cm. The mass of the moving platform is

mMP = 60 kg. The design (constant) parameter vector 𝐪 is expressed as:

𝐪 =
[
m, 𝜙c, ks, 𝜏max, lp,wp, hp,mMP

]T
(24)

Constraint Functions and Configuration Analysis

The design problem aims to identify the locations of points Ai,c for the configurations

C1, C2 and C3. At first, in order to identify the set of feasible locations for the exit

points Ai,c, the three robot configurations are parameterised and analysed separately

in the following paragraphs. A set of exit points is feasible if the design constraints

are satisfied along the whole path to be followed by the moving platform CoM. The

analysed constraints are: wrench feasibility, cable interferences, cable collisions with

the structure, and the maximum moving platform infinitesimal displacement due to

the cable elasticity.

Both suspended and fully constrained eight-cable CDPR architectures are used.

In the suspended architecture, gravity plays the role of an additional cable pulling

the moving platform downward, thereby keeping the cables under tension. The sus-

pended architecture considered in this work is inspired by the CoGiRo CDPR pro-

totype [11, 19]. For the non-suspended configuration, note that eight cables is the

smallest possible even number of cables that can be used for the platform to be fully

constrained by the cables.

Collisions between the cables as well as collisions between the cables and struc-

ture tubes should be avoided. Since sandblasting and painting operations are per-

formed at low speed, the motion of the CDPR platform can be considered quasi-

static. Hence, only the static equilibrium of the robot moving platform will be consid-
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ered. The wrench feasibility constraints presented in section “Constraint Functions”

are considered such that the required external wrench set [𝐰e]r is an hyperrectangle

defined as:

−50N ≤fx, fy, fz ≤ 50N (25)

−7.5Nm ≤mx,my,mz ≤ 7.5Nm (26)

where 𝐰e =
[
fx, fy, fz,mx,my,mz

]T
, fx, fy and fz being the force components of 𝐰e

and mx, my, and mz being its moment components. Besides, the moving platform

infinitesimal displacements, due to the elasticity of the cables, are constrained by:

−5 cm ≤ 𝛿tx, 𝛿ty, 𝛿tz ≤ 5 cm (27)

−0.1 rad ≤ 𝛿rx, 𝛿ry, 𝛿rz ≤ 0.1 rad (28)

Configuration C1
A fully-constrained configuration has been assigned to configuration C1. The exit

points Ai,1 have been arranged in a parallelepiped layout. The edges of the paral-

lelepiped are aligned with the axes of frame Fb. This layout can be fully described

by means of five variables: u1, u2 and u3 define the Cartesian coordinates of the

parallelepiped center, while u4 and u5 denote the half-lengths of the parallelepiped

along the axes 𝐱b and 𝐲b, respectively. Therefore, the Cartesian coordinates of the

exit points Ai,1 are expressed as follows:

𝐚b1,1 =
[
u1 + u4, u2 + u5, u3

]T 𝐚b2,1 =
[
u1 + u4, u2 + u5, −u3

]T
(29)

𝐚b3,1 =
[
u1 − u4, u2 + u5, u3

]T 𝐚b4,1 =
[
u1 − u4, u2 + u5, −u3

]T
(30)

𝐚b5,1 =
[
u1 − u4, u2 − u5, u3

]T 𝐚b6,1 =
[
u1 − u4, u2 − u5, −u3

]T
(31)

𝐚b7,1 =
[
u1 + u4, u2 − u5, u3

]T 𝐚b8,1 =
[
u1 + u4, u2 − u5, −u3

]T
(32)

The layout of the first robot configuration is described in Fig. 7. The corresponding

design variables are collected into the vector 𝐱1:

𝐱1 =
[
u1, u2, u3, u4, u5

]T
(33)

The Cartesian coordinates of the anchor points Bi,1 of the cables on the platform are

expressed as:
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Fig. 7 Design variables parametrising the configuration C1
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𝐛b1,1 =
1
2
[
lp,wp, hp

]T
, 𝐛b2,1 =

1
2
[
lp,wp,−hp

]T
(34)

𝐛b3,1 =
1
2
[
−lp,wp, hp

]T
, 𝐛b4,1 =

1
2
[
−lp,wp,−hp

]T
(35)

𝐛b5,1 =
1
2
[
−lp,−wp, hp

]T
, 𝐛b6,1 =

1
2
[
−lp,−wp,−hp

]T
(36)

𝐛b7,1 =
1
2
[
lp,−wp, hp

]T
, 𝐛b8,1 =

1
2
[
lp,−wp,−hp

]T
(37)

A discretised set of design variables have been considered. The lower and up-

per bounds as well as the number of values for each variable are given in Table 2.

18225 robot configurations have been generated with those values. It turns out that

4576 configurations satisfy the design constraints along the 38 discretised points of

path P1.

Configuration C2
A suspended redundantly actuated eight-cable CDPR architecture has been attributed

to the configuration C2 in order to avoid collisions between the cables and the tubu-

lar structure. The selected configuration is based on CoGiRo, a suspended CDPR

designed and built in the framework of the ANR CoGiRo project [11, 19]. An ad-

vantage of this configuration is a large workspace to footprint ratio. The exit points

Ai,2 have been arranged in a parallelepiped layout. The Cartesian coordinates 𝐚i,c are

defined as follows:

𝐚b1,2 = 𝐚b2,2 =
[
v1 − v4, v2 − v5, v3

]T
(38)

𝐚b3,2 = 𝐚b4,2 =
[
v1 − v4, v2 + v5, v3

]T
(39)

𝐚b5,2 = 𝐚b6,2 =
[
v1 + v4, v2 + v5, v3

]T
(40)

𝐚b7,2 = 𝐚b8,2 =
[
v1 + v4, v2 − v5, v3

]T
(41)

Variables vi, i = 1,… , 5 are equivalent for configuration C2 to variables ui, i =
1,… , 5, describing configuration C1. The layout of this configuration is illustrated

in Fig. 8. The design variables of configuration C2 are collected into the vector 𝐱2:

𝐱2 =
[
v1, v2, v3, v4, v5

]T
(42)

Note that this configuration is composed of couples of exit points theoretically

connected to the same locations: {A1,2,A2,2}, {A3,2,A4,2}, {A5,2,A6,2}, and {A7,2,A8,2}.

From a technical point of view, in order to avoid any cable interference, the coupled

exit points should be separated by a certain distance. For the design problem at hand,

this distance has been fixed to v0 = 5mm.
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Fig. 8 Design variables parametrising the configuration C2
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𝐚b1,2 =
[
v1 − v′4, v2 − v5, v3

]T
(43)

𝐚b2,2 =
[
v1 − v4, v2 − v′5, v3

]T
(44)

𝐚b3,2 =
[
v1 − v4, v2 + v′5, v3

]T
(45)

𝐚b4,2 =
[
v1 − v′4, v2 + v5, v3

]T
(46)

𝐚b5,2 =
[
v1 + v′4, v2 + v5, v3

]T
(47)

𝐚b6,2 =
[
v1 + v4, v2 + v′5, v3

]T
(48)

𝐚b7,2 =
[
v1 + v4, v2 − v′5, v3

]T
(49)

𝐚b8,2 =
[
v1 + v′4, v2 − v5, v3

]T
(50)

where v′4 = v4 − v0 and v′5 = v5 − v0.

The Cartesian coordinates of points Bi,2 are defined as:

𝐛b1,2 =
1
2
[
lp,−wp, hp

]T
, 𝐛b2,2 =

1
2
[
−lp,wp,−hp

]T
(51)

𝐛b3,2 =
1
2
[
−lp,−wp, hp

]T
, 𝐛b4,2 =

1
2
[
lp,wp,−hp

]T
(52)

𝐛b5,2 =
1
2
[
−lp,wp, hp

]T
, 𝐛b6,2 =

1
2
[
lp,−wp,−hp

]T
(53)

𝐛b7,2 =
1
2
[
lp,wp, hp

]T
, 𝐛b8,2 =

1
2
[
−lp,−wp,−hp

]T
(54)

Table 2 describes the lower and upper bounds as well as the number of values con-

sidered for the configuration C2. Combining these values, 22275 configurations have

been generated. Among these configurations, only 5579 configurations are feasible.

Configuration C3
The configuration C3 follows the path P3. This path is symmetric to the path P1
with respect to the plane 𝐲bOb𝐳b. Considering the symmetry of the tubular structure,

configuration C3 is thus selected as being the same as configuration C1. The discre-

tised set of design variables chosen for the configuration C3 is described in Table 2.

The design variables for the configuration C3 are collected into the vector 𝐱3:

𝐱3 =
[
w1,w2,w3,w4,w5

]T
(55)

where the variables wi, i = 1,… , 5 amount to the variables ui, i = 1,… , 5, describ-

ing configuration C1. Therefore, the Cartesian coordinates of the exit points Ai,3 are

expressed as follows:
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Table 2 Design variables associated with configurations C1, C2 and C3

Variables Lower bounds Upper bounds Number of values

C1 u1 5.5 7.5 9

u2 8.0 12.0 9

u3 6 10 5

u4 0.5 2.5 9

u5 10 14 5

C2 v1 −1 1 9

v2 8.0 12.0 5

v3 7 11 9

v4 5 7.5 11

v5 10 14 5

C3 w1 −7.5 −5.5 9

w2 8.0 12.0 9

w3 6 10 5

w4 0.5 2.5 9

w5 10 14 5

𝐚b1,3 =
[
w1 + w4, w2 + w5, −w3

]T 𝐚b2,3 =
[
w1 + w4, w2 + w5, w3

]T
(56)

𝐚b3,3 =
[
w1 − w4, w2 + w5, −w3

]T 𝐚b4,3 =
[
w1 − w4, w2 + w5, w3

]T
(57)

𝐚b5,3 =
[
w1 − w4, w2 − w5, −w3

]T 𝐚b6,3 =
[
w1 − w4, w2 − w5, w3

]T
(58)

𝐚b7,3 =
[
w1 + w4, w2 − w5, −w3

]T 𝐚b8,3 =
[
w1 + w4, w2 − w5, w3

]T
(59)

Objective Functions and Design Problem Formulation

The RCDPR should be as simple as possible so that the minimisation of the total

number of cable exit point locations, V1 = ne, is required. Consequently, the number

of exit point locations shared by two or more configurations should be maximised.

The size of the robot is also minimised to reduce the size of the sandblasting and

painting workshop. Finally, the mean of the moving platform infinitesimal displace-

ment due to cable deformations is minimised. The optimisations are performed hi-

erarchically, by means of the procedure described in section “Design Problem For

mulation” and the objective functions collected in section “Global Objective Func

tions”.

Hence, the design problem of the CDPR is formulated as follows:
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minimise

⎧
⎪
⎪
⎨
⎪
⎪
⎩

V1 = ne
V2 = (s̄x − sx)(s̄y − sy)(s̄z − sz)

V3 =
‖𝛿𝐭‖2
np

over 𝐱1, 𝐱2, 𝐱3
subject to:

∀Pm,n, m = 1,… , 38
n = 1,… , 3

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

𝐂𝐰 ≤ 𝐝, ∀𝐰 ∈ [𝐰e]r
dcci,j ≥ 𝜙c ∀i, j = 1,… , 8, i ≠ j

dcsi,k ≥
(
𝜙c + 𝜙s

)

2
∀i = 1,… , 8,∀k = 1,… , 20

−5 cm ≤ 𝛿tx, 𝛿ty, 𝛿tz ≤ 5 cm
−0.1 rad ≤ 𝛿rx, 𝛿ry, 𝛿rz ≤ 0.1 rad

(60)

Once the set of feasible solutions have been obtained for each path Pi, a list

of RCDPRs with a minimum number of exit points, nc, is extracted from the list

of feasible RCDPRs. Finally, the most compact and stiff RCDPRs from the list of

RCDPRs with a minimum number of exit points are the desired optimal solutions.

Optimisation Results

The feasible robot configurations associated with paths P1, P2 and P3 have been

identified. For each path, a configuration is selected, aiming to minimise the total

number of exit points required by the RCDPR to complete the task. These optimal

solutions have been computed in two phases. At first, the 4576 feasible robot config-

urations for path P1 are compared with the 5579 feasible robot configurations for

path P2 looking for the couple of configurations having the minimum total number

of exit points. The resulting couple of configurations is then compared to the feasible

robot configurations for path P3, and the sets of robot configurations that minimise

the overall number ne of exit points along the three paths are retained. According

to the discrete optimisation analysis, 16516 triplets of configurations minimise this

overall number of exit points.

A generic CDPR composed of eight cables requires eight exit points Ai = 1,… , 8
on the base. It is the case for the fully constrained configurations C1 and C3. The sus-

pended CDPR presents four coincident couples of exit points. Hence, in the present

case study, the maximum overall number of exit points of the RCDPR is equal to

20. The best results provide a reduction of four points. Regarding the configurations

C1 and C2, points A5,2 and A7,2 can be coincident with points A3,1 and A5,1, respec-

tively. Alternatively, points A5,2 and A7,2 can be coincident with points A1,1 and A7,1.
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Fig. 9 Optimal reconfigurable cable-driven parallel robot

Table 3 Design parameters of the selected optimum RCDPR

Conf. var. 1 var. 2 var.3 var.4 var.5

𝐱1 6.25 10.0 8.0 1.0 11.0

𝐱3 0 10.0 8.0 5.25 11.0

𝐱3 −6.25 10.0 8.0 1.0 11.0
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Fig. 10 Minimum degree of constraint satisfaction [13]. The analysis has been performed by dis-

cretising the paths P1, P2, and P3 into 388 points

As far as configurations C2 and C3 are concerned, points A1,2 and A3,2 can be coin-

cident with points A8,3 and A2,3, respectively. Likewise, points A1,2 and A3,2 can be

coincident with points A4,3 and A6,3, respectively.

The total volume of the robot has been computed for the 16516 triplets of con-

figurations minimising the overall number of exit points. 96 RCDPRs amongst the

16516 triplets of configurations have the smallest size, this minimum size being equal

to 5104 m
3
. Selection of the best solutions has been promoted through the third opti-

misation criterion based on the robot stiffness. Twenty solutions provided a minimum

mean of the moving platform displacement equal to 1.392 mm. An optimal solution

is illustrated in Fig. 9. The corresponding optimal design parameters are given in

Table 3.

Figure 10 illustrates the minimum degree of constraint satisfaction s introduced

in [13] and computed thereafter along the paths P1, P2, and P3, which were dis-

cretised into 388 points. It turns out that the moving platform is in a feasible static

equilibrium along all the paths because the minimum degree of constraint satisfac-

tion remains negative. Referring to [13], the minimum degree of constraint satisfac-

tion can be used to test wrench feasibility since it is negative when a platform pose

is wrench feasible. Configurations C1 and C3 maintain their degree of satisfaction

lower than −400 N. On the contrary, configuration C2 is often close to 0. The poses

where s vanishes are such that two cables of the suspended CDPR of configuration

C2 are slack.

The proposed RCDPR design strategy yielded good solutions, but it is time

consuming. The whole procedure, performed on an Intel
Ⓡ

Core
TM

i7-3630QM

2.40 GHz, required 19 h of computations, on Matlab
Ⓡ

2013a. Therefore, the devel-

opment of more efficient strategies for the design of RCDPRs will be part of our

future work. Moreover, the mass of the cables may have to be taken into account.
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Conclusions

When the task to be accomplished is complicated, and the working environment is

extremely cluttered, CDPRs may not succeed in the task execution. The problem can

be solved by means of RCDPRs. This chapter focused on RCDPRs whose cable exit

points on the base frame can be located on a predefined grid of possible positions.

A design strategy for such discrete RCDPRs was introduced. This design strategy

assumes that the number of configurations needed to complete the task is defined by

the designer according to its experience. The designer divides the prescribed trajec-

tory or workspace into a set of partitions. Each partition has to be entirely covered

by one configuration. The position of the cable exit points, for all the configurations,

is computed by means of an optimisation algorithm. The algorithm optimises one or

more global objective function(s) while satisfying a set of user-defined constraints.

Examples of possible global objective functions include the RCDPR size, the overall

number of exit points, and the number of cable reconfiguration. A case study was pre-

sented in order to validate the RCDPR design strategy. The RCDPR has to paint and

sandblast three of the four external sides of a tubular structure. Each of these three

sides is covered by one configuration. The design strategy provided several optimal

solutions to the case study, minimising hierarchically the overall number of cable exit

points, the size of the RCDPR, and the moving platform displacements due to the

elasticity of the cables. The computation of the optimal solution required nineteen

hours of computation. More complicated tasks may thus require higher computation

times. An improvement of the proposed RCDPR design strategy should be investi-

gated in order to reduce this computational effort.
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Distance Geometry in Active Structures

Josep M. Porta, Nicolás Rojas and Federico Thomas

Abstract Distance constraints are an emerging formulation that offers intuitive geo-

metrical interpretation of otherwise complex problems. The formulation can be

applied in problems such as position and singularity analysis and path planning

of mechanisms and structures. This paper reviews the recent advances in distance

geometry, providing a unified view of these apparently disparate problems. This sur-

vey reviews algebraic and numerical techniques, and is, to the best of our knowledge,

the first attempt to summarize the different approaches relating to distance-based for-

mulations.

Introduction

A structure can be seen as a complex multibody system (see Fig. 1). While rigid

structures have been widely used in construction, passive mobile structures are com-

monly used, for instance, as shock absorbers. The advent of automation, however,

opened the possibility for building active structures [1], i.e., structures which can

actively vary their geometry as needed. Such structures are mechanisms, since their

motions are typically achieved by means of actuated elements such as revolute joints

or variable-length bars. Due to their shape versatility, variable geometry structures

have myriad potential applications including robot arms [2], hyper-redundant manip-

ulators [3], flight simulators [4], payload vibration reduction systems [5], the manip-
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Fig. 1 Structures are typically composed by interconnected rigid bodies and they can have different

types of mobility. a A fixed bridge is an example of rigid structure. b The shock absorbers of a bike

are passive mobile structures. c Retractable roofs are active structures

ulation of large payloads [6], morphing wings [7], space applications [8], and civil

engineering structures [9].

The design of novel variable geometry structures rely on having a complete char-

acterization of their valid configurations. Such configurations are defined by a system

of equations encoding the assembly, task, or contact constraints intervening in the

problem, and the goal is to analyze the motion capabilities by studying the solutions

and properties of such system. The equations can be encoded with different formu-

lations, and the analysis can be significantly simplified if the right formulation is

chosen.

The dominant formulation is based on homogeneous transforms using the para-

meters proposed by Denavit and Hartenberg [10]. This formulation encodes the

relative relation between the reference frames associated with the bodies connected

by a given joint. Althouth the motion simulation using such parameters is straightfor-

ward, the motion analysis using them is challenging, because the resulting equations

typically involve complex trigonometric expressions.

Over the past few years, several works have shown that deviating from this clas-

sical approach and formalizing the motion analysis problems using distance con-

straints can be very advantageous. Distance constraints provide intuitive geometric

insights on aspects of the motion analysis problem which are difficult to discern oth-

erwise. Moreover, these geometric insights allow the derivation of solutions com-

mon to a group of problems that must otherwise be treated on a case-by-case basis

[11–13].

In some mechanisms, the configuration space is composed of isolated points. This

is what happens, for example, when solving the position analysis problem of serial or

parallel manipulators. In other situations, the valid configurations form a variety, and

the problem is to analyze relevant subsets of this variety. This is the case when ana-

lyzing the singularity loci. In systems in which the dimension of the variety is very

high, global analysis of the configuration space is unfeasible, and the main problem

is to find collision and/or singularity free paths connecting any two given configu-

rations. Next, we review the existing distance geometry approaches to these three

fundamental problems.
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Position Analysis

The position analysis problem consists in computing all the valid configurations of

a constrained multibody system. This problem appears, for instance, in the inverse

kinematic of serial manipulators [14], as illustrated in Fig. 2. It also appears when

solving the forward kinematics of parallel structures [15], when planning the motion

of deployable structures [16], in robot grasping [17], in constraint-based object posi-

tioning [18], or in simultaneous localization and map-building [19]. The problem

appears in other domains as well, such as in the dynamical simulation of multibody

systems [20], in parametric computer-aided design (CAD) [21], or in the conforma-

tional analysis of biomolecules [22].

Traditional approaches translate the original geometric problem into a system of

kinematic equations derived from the independent kinematic loops in the problem.

Existing techniques for solving such systems of equations can be classified into alge-

braic and numerical methods. The use of independent loop equations has seldom

been questioned, yet the resulting expressions are not particularly well suited for

either the algebraic or numerical methods: first, because arbitrary reference frames

Fig. 2 The inverse kinematic problem of a serial robot consists in finding the robot configurations

that position the end effector in a given pose. For the manipulator in the figure, this problem has

eight different solutions. Four of them are shown here
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have to be included, and second, because all formulas involve translations and rota-

tions simultaneously, thus leading to complex trigonometric equations. The distance-

based formulation offers an alternative that avoids these two problems and has been

shown to provide novel insights in both algebraic and numerical methods.

Algebraic Methods

Algebraic methods use variable elimination to reduce the initial system to a uni-

variate polynomial whose roots, once back-substituted into other equations, yield all

solutions of the original system [23].

To apply the variable elimination methods to equations resulting from the kine-

matic loops, the trigonometric expressions must be replaced to obtain a system of

polynomial equations. Typically the tangent half-angle substitution is used, but it

misses possible roots at ±𝜋. Moreover, the resulting expressions are complicated,

limiting the scalability of this approach. Some of the successful results obtained

with this approach can be attributed to clever manual manipulation of the expres-

sions, which are difficult to generalize [24]. Using a distance-based approach, the

original geometric problem is translated into a graph where the nodes are points on

the structure and the edges are distance, area, or volume constraints involving these

points. Relying on this formulation, Rojas and Thomas [27] proposed a procedure

for solving the position analysis of complex planar mechanisms (see Fig. 3). The

procedure analyzes the two possible assemblies of a triangle, given the distances

between its vertices. This basic problem is elegantly formulated using the so-called

bilateration matrices. More complex mechanisms are then analyzed, decomposing

them in strips of triangles and chaining bilateration matrices for triangles sharing

one edge. This directly produces a scalar algebraic resultant in most cases, which

can be transformed into a polynomial by clearing radicals.

Fig. 3 An excavator (left) can be modeled as a planar mechanism (right) with a global rotation

about a vertical axis. White and black dots represent movable and fixed revolute joints, respectively
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Fig. 4 The bilateration problem (left) and the associated notation (right)

Let us review this procedure in more detail. According to the notation in Fig. 4,

the objective of the bilateration operation is to determine the location of point Pk
given known locations for points Pi and Pj. The position vector of the orthogonal

projection of Pk onto PiPj can be expressed as

𝐩 = 𝐩i

√
D(i, k)
D(i, j)

cos 𝜃 𝐩i,j = 𝐩i +
D(i, j; i, k)
D(i, j)

𝐩i,j (1)

where

D(i1,… , in; j1,… , jn) =

|||||||||

0 1 … 1
1 si1,j1 … si1,jn
1 ⋮ ⋱ ⋮
1 sin,j1 … sin,jn

|||||||||
(2)

is the Cayley-Menger determinant of n points, with si,j the square of di,j, the distance

between Pi and Pj, and D(i1,… , in) = D(i1,… , in; i1,… , in) is the Cayley-Menger

determinant.

Using 𝐩, the position of Pk can be expressed as

𝐩k = 𝐩 ±
√
D(i, j, k)
D(i, j)

𝐒 𝐩i,j, (3)

where 𝐒 =
(
0 −1
1 0

)
, and the ± sign accounts for the two mirror-symmetric locations

of Pk with respect to the line defined by PiPj. Substituting (1) in (3), we get

𝐩i,k =
D(i, j; i, k)
D(i, j)

𝐩i.j +
D(i, j, k)
D(i, j)

𝐒 𝐩i,j, (4)
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Fig. 5 Two triangles

sharing one edge

which can be expressed in a more compact form as

𝐩i,k = 𝐙i, j,k 𝐩i, j (5)

where

𝐙i,j,k =
1

D(i, j)

(
D(i, j; i, k) ±

√
D(i, j, k)

±
√
D(i, j, k) D(i, j; i, k).

)
(6)

Note that (5) expresses 𝐩i,k as a function of 𝐩i,j. When we have a strip of trian-

gles, i.e., a sequence of triangles each sharing one edge with the previous one in the

sequence, we can chain the bilateration process, i.e., multiply bilateration matrices,

and express a vector in the final triangle as a function of a vector in the initial one. In

the same way, we can derive expressions for vectors between points whose relative

distance is initially unknown. For instance, in the situation in Fig. 5, we have that

𝐩j,l = 𝐩i,l − 𝐩i,j = (𝐙j,k,l 𝐙i,j,k − 𝐈) 𝐩i,j. (7)

It can then be shown that the squared distance between Pj and Pl is given by

sj,l = det(𝐙j,k,l 𝐙i,j,k − 𝐈) si,j, (8)

which expresses sj,l as a function of known edge lengths.

For larger problems, the same procedure can be applied, identifying strips of tri-

angles with known edge lengths fully covering the mechanism. In most mechanisms

with mobility zero, this process typically requires the introduction of unknown dis-

tances. Actually, the number of unknown distances to introduce coincides with the

coupling number of the mechanism. Thus, the method can be applied to linkages

with a coupling number higher than one. In the final expression, one of the distances

in the triangle at the end of the strip is expressed as a function of an unknown distance

in the first triangle. This expression, therefore, is directly a scalar algebraic equation

which can be converted into a polynomial by clearing radicals. This direct proce-

dure for deriving resultant polynomials is much simpler than those in the literature,

and makes it possible to solve problems such as that in Fig. 6, which contains six

independent kinematic loops, a number that has not been attained with elimination

methods [26].
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Fig. 6 Some of the valid configurations of a 13-link Watt-Baranov truss. The position analysis

of this mechanism using algebraic methods has been shown to be feasible when formulating the

problem in terms of distance constraints [25]

For systems with mobility one, we obtain a polynomial depending on two

unknown distances which can be used for path tracking: one of the unknowns is

fixed, and the system is solved for the remaining variable. The advantage in using a

distance formulation in this case is that path-crossing conditions can be readily iden-

tified, since they correspond to alignments of particular points in the problem. Thus,

the distance-based formulations simplify the path-tracking procedures, as compared

with previous approaches [27].

This distance-based algebraic approach can be generalized to 3D using fans of

tetrahedra instead of strips of triangles. This enables solving in closed form the posi-

tion analysis of variable geometry trusses much more complex than those solvable

with traditional formulations [28].
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Numerical Methods

Although the distance-based algebraic methods have proved quite efficient in fairly

non-trivial position analysis problems, this technique explodes in complexity with

the size of the problem. Thus, to address larger problems, one must resort to numer-

ical techniques. Several distance-based alternatives are available in the literature.

Trilateration Methods

The position analysis problem can be seen as that of determining all the possible

values for the unknown distances in the graph of distance constraints encoding the

problem. If the graph is represented in the form of an adjacency matrix, the prob-

lem boils down to completing the matrix from the distances initially fixed. Once the

matrix is completed, standard linear algebraic methods can be used to give coordi-

nates to the points in the problem [29].

In some problems, the matrix completion process can be performed in an incre-

mental constructive way. In 𝔼3
, if all but one of the relative distances between five

points are known, the unknown distance can be readily determined by trilateration.

Using the notation in Fig. 7, we have that

s4,5 =
2

D(1, 2, 3)

(
D(1, 2, 3, 4; 1, 2, 3, 5)|||s4,5=0 ±

√
D(1, 2, 3, 4) D(1, 2, 3, 5)

)
, (9)

whereD(1, 2, 3, 4; 1, 2, 3, 5)|||s4,5=0 denotes the corresponding Cayley-Menger bideter-

minant with s4,5 set to 0. Observe that no point coordinates appear in the result, only

inter-point distances, and that two solutions are possible, corresponding to the two

possible signs for the square root in the expression.

A problem is trilaterable if it is possible to determine a trilateration sequence

to compute the initially unknown distances in the problem. This sequence can be

P1P1

P2
P2

P3P3

P4 P4

P5

P5

d4 ,5

d4 ,5

Fig. 7 Trilateration can be used to compute the distance between P4 and P5 from their distances to

P1, P2, and P3, which form a fixed triangle. Two solutions are possible, depending on the location

of P4 and P5 with respect to the plane defined from points P1, P2, and P3
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readily determined by subgraph matching, i.e., finding parts of the original graph

which match with the trilateration subgraph shown in Fig. 7. Porta et al. [11] showed

that the inverse/direct kinematics of the most usual serial/parallel robots are trilat-

erable problems, which greatly simplifies their resolution. Moreover, [30] showed

that if the searched subgraph includes six points with only one unknown distance

between them, this unknown distance is linear with respect to the rest of the dis-

tances, and thus it has only one possible solution. This avoids the generation of dis-

tance completions that have to be discarded in a post-processing stage, since they

would include tetrahedra with orientations incompatible with the original problem.

For greater detail on the role of orientations in distance geometry, see Sect. Bound

Smoothing with Orientation Constraints.

Note that the trilateration process is closely related to the algebraic approach

described in Sect. Algebraic Methods. The main difference is that in the trilatera-

tion, only one new unknown distance appears at each step, whereas in the algebraic

method, the first step involves two unknown distances. This is why the former method

is purely numerical while the latter generates a symbolic expression in one variable

distance.

To the best of our knowledge, the combination of the trilateration step and the pro-

cedure to determine a trilateration sequence was first introduced by Porta et al. [11,

30], and was later independently proposed by Lavor et al. [31] in the context of struc-

tural biology, but in Cartesian space, i.e., relying on the coordinates of the points and

assigning coordinates to the trilaterated point at each step. More recently, the same

authors proposed an equivalent algorithm in distance space [32].

Branch-and-Prune Methods

Unfortunately, not all problems admit a trilateration sequence, and thus general

solvers must be devised to determine the valid distance matrices from the initially

known distances. Porta et al. present alternative general solvers relying on a branch-

and-prune technique [33–35]. These solvers iteratively eliminate regions of the space

of distances where the distance constraints are not satisfied. When the distance space

cannot be further reduced, it is split, and the reduction and split procedure is recur-

sively applied to the two resulting sub-spaces. This process can be seen as an exten-

sion of the classic bound-smoothing techniques [36], and isolates the valid solutions

for the input problem in the form of interval matrices at the desired resolution. Since

splitting the search space is trivial, the key operation of the branch-and-prune meth-

ods is the procedure used to shrink the boxes in distance space.

The method presented in [34, 35] introduces variable substitutions to convert the

quadratic expression resulting from the Cayley-Menger determinants into multilin-

ear equations. The graph of a multilinear function defined on an axis-aligned box is

included in the convex hull of the evaluation of the function in the corners of the

domain [37]. The solution of f (𝐱) = 0 can then be bounded to the intersection of this

hull with the plane f (𝐱) = 0. Since the computation of this intersection can be dif-

ficult, the method projects the hull onto each coordinate plane, as depicted in Fig. 8
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Fig. 8 Segment-trapezoid clipping. Left: in this two-variable case, the graph of the multilinear

function f (x1, x2) in the domain box  necessarily lies inside the shown tetrahedron . The vertices

of  are obtained by evaluating f in the corners of . The projection of  to a given coordinate

planes defines a trapezoid. Right: from the initial range for a variable, we can prune all points for

which its trapezoid does not intersect the f (x1, x2) = 0 line

(left), and intersects each of the resulting trapezoids with the line, as shown in Fig. 8

(right). Typically, these segment-trapezoid clippings reduce the ranges of some vari-

ables, giving a smaller box (the black rectangle in Fig. 8) that still bounds the root

locations. Although this strategy produces less pruning than the convex hull-plane

clipping, it is advantageous in practice due to its lower cost of operation.

A Gough-Stewart platform is a six-degrees-of-freedom structure composed of a

moving platform connected to a base by six legs. The pose of the platform is con-

trolled by the leg lengths. Parallel structures are used in many applications, including

positioning tools [38], flight simulators [39], or radiotelescopes [40]. After some leg

rearrangements (see Sect. Singularity Analysis), the forward kinematic problem of

the Gough-Stewart in Fig. 9 can be formulated using two Cayley-Menger determi-

nants [41]

D(1, 3, 4, 5, 6) = 0,
D(1, 2, 4, 5, 6) = 0,

where P1, P2, and P3 are the points defining the triangle at the base of the structure

and P4, P5, and P6 the vertices in the triangle at the moving platform. The branch-

and-prune algorithm proposed by Porta et al. [35] determines the two solutions of

this problem typically in less than 0.01 s on a standard desktop computer.

A variation of the above algorithm, where the box reduction is based on the prop-

erties of the Bernstein polynomials, has been used to elucidate the valid conforma-

tions of several molecular structures [42]. This method was parallelized and run on
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P1

P1

P2
P2

P3

P3

P4P4 P5 P5

P6
P6

Fig. 9 Left: a hexapod structure. Right: associated distance graph where nodes are points and

edges are distance constraints. Solid lines denote distances that are constant independently of the

configuration

the MareNostrum supercomputer
1

to obtain the first complete description of the con-

formational space of the cyclooctane, which is a two-dimensional variety. To the best

of our knowledge, this was the first distance geometry method able to characterize

such complex solution spaces.

Distance geometry provides yet another alternative to crop the distance ranges

based on the reduction and expansion of the dimension of the problem [43]. This

approach is purely geometric, avoiding the algebraization of the problem. Taking

the vector from P1 to Pn as a reference, a vector 𝐪 = (d1,n,… , dn,n) can be defined

where

di,n =
1

2 d1,n
(d2i,n + d21,n − d2i,1) (10)

is the orthogonal projection of the vector from Pn to Pi onto the reference vector. We

can also define the orthogonal complement of this projection, which is a matrix 𝐐⟂

with

𝐐⟂
i,j = d2i,j −

1
4 d21,n

(d2i,n − d2j,n + d2j,1 − d2i,1)
2
. (11)

It can be shown that matrix 𝐐, with Qi,j = si,j, is a proper Euclidean distance matrix

in ℝd
if and only if 𝐐⟂

i,j with i, j = 1… n − 1 is a correct Euclidean distance matrix in

ℝd−1
. Thus, the method projects the input distance matrix with interval ranges until

the problem becomes one-dimensional, and hence consistency can be enforced using

the triangular equality. The eventually reduced ranges are back-projected using the

1
http://www.bsc.es.

http://www.bsc.es
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intermediate vectors 𝐪 and matrices 𝐐⟂
to find tighter ranges for the distances in the

original problem. The direct evaluation of (10) and (11) using interval arithmetics

would be inaccurate due to the well-known overestimations effect of this approach

[44]. However, if a function z = g(𝐱) is monotone in an axis-aligned domain 𝐱 =
(x1,… , xn), with xi ∈ [xli, x

u
i ], and the derivatives of g are available, its upper bound

is zu = g(𝐱̂), where 𝐱̂ = (x̂1,… , x̂n) is the vertex of the domain given by

x̂i =

{
xli if 𝜕g∕𝜕xi < 0,
xui otherwise.

The lower bound, zl, is in a vertex defined with the opposite criterion. Thus, tight

bounds for di,n and 𝐐⟂
i,j can be obtained by analyzing their respective derivatives.

This method has been applied to solve the position analysis of planar and spatial

mechanisms with mobility 0 and 1 [43, 45].

Bound Smoothing with Orientation Constraints

One of the major shortcomings of the approaches described in the previous section

is their limited capability for encoding orientation constraints. Let us consider the

regional part of the wrist-partitioned 6R robot shown in Fig. 10 (left), that is, the first

three links and joints that permit locating the wrist center anywhere in the robot’s

workspace. Figure 10 (right) shows the formalization of this problem as a graph of

distance constraints. In this example, any standard distance constraint solver would

generally obtain eight different sets of compatible distances. Nevertheless, it is well

known that the inverse kinematics of a 3R robot can only have up to four solu-

tions [46]. This apparent contradiction has a simple explanation: a distance-based

technique would not take into account the relative orientations of the tetrahedra

defined by the sets of points {P1,P2,P3,P4} and {P3,P4,P5,P6}. The same situ-

ation occurs in many other structures.

To address this issue, Rull et al. present a distance-bound smoothing approach

that permits the incorporation of orientation constraints in the process of reducing

the valid ranges of distances [47]. This approach focuses on planar problems that are

formalized with the following constraints:

∙ For all sets of three points:

D(i1, i2, i3) ≤ 0. (12)

∙ For all sets of four points:

D(i1, i2, i3, i4) = 0, (13)

and

D(i1, i2, i3; i1, i2, i4) =
{

< 0 if 𝜎i1,i2,i3𝜎i1,i2,i4 > 0
≥ 0, otherwise

(14)
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Fig. 10 Left: the configuration of the regional part of a wrist-partitioned 6R robot is determined by

the location of seven points. Right: associated distance graph where nodes stand for points and edges

for known distances between the corresponding points. Solid lines represent constant distances,

regardless of the location of the end-effector

Fig. 11 Taking triangle P1,

P2, and P3 as a reference, the

plane is divided into seven

regions. If P4 is bound to be

in one of these regions, s3,4 is

monotone with respect to the

rest of the squared distances.

The boundaries separating

the monotonic regions

correspond to configurations

where there is an alignment

of three points

where 𝜎i,j,k is defined as negative if points Pi, Pj, and Pk have to be arranged clock-

wise, and as positive otherwise.

While the expansion of (12) leads to the triangular inequality involving the dis-

tances between Pi1 , Pi2 , and Pi3 , (13) is nothing more than the tetrangular equality

involving the six pairwise distances between Pi1 , Pi2 , Pi3 , and Pi4 .

Note that the whole set of orientation constraints in (14) cannot be fixed arbitrar-

ily. Actually, it is possible to define a basis that determines all other orientations [48].

Since an efficient algorithm exists for tightening bounds using triangular con-

straints [49], it can be safely assumed that they are already satisfied by the initial

ranges. Thus, the approach focuses on the analysis of (13) under orientation con-
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straints. The expansion of this equality yields a quadratic expression in any of the

involved squared distances. For instance, for the set of points {P1,P2,P3,P4}, we

have

s3,4 =
D(1, 2, 4; 1, 2, 3)|s3,4=0 + 𝜎1,2,4 𝜎1,2,3

√
D(1, 2, 4) D(1, 2, 3)

D(1, 2)
(15)

or alternatively

s3,4 =
D(1, 2, 4; 1, 2, 3)|s3,4=0 + 16 A3 A4

D(1, 2)
, (16)

where Ai denotes the oriented area of the triangle defined by the ordered set

{P1,P2,P3,P4}∖Pi, since 4Ai = 𝜎j,k,l
√
−D(j, k, l).

The range of s3,4 can be tightly bounded using the monotonicity analysis presented

at the end of Sect. Branch-and-Prune Methods. To apply this method to the function

in (16), we need to compute the derivatives of s3,4 with respect to si,j. Instead of

computing these derivatives from (16), it is more convenient to obtain them from

the linearization of (13), which reads as:

A1A2 𝛿s1,2 − A1A3 𝛿s1,3 + A1A4 𝛿s1,4
+ A2A3 𝛿s2,3 − A2A4 𝛿s2,4 + A3A4 𝛿s3,4 = 0. (17)

Then, we have that

𝜕s3,4
𝜕si,j

= −1i+j
AiAj

A3A4
. (18)

As long as the sign of the oriented areas of the triangles defined by P1,P2,P3, and

P4 do not change, s34 is monotone. Therefore, in this case, we can readily identify

the vertices providing tight bounds for s3,4 by controlling the regions where there are

orientation sign changes.

Figure 11 shows a partition of the plane in regions where the orientations of the

triangles defined by P1, P2, and Pi with i > 3 are constant, taking the triangle defined

by P1, P2, and P3 as a reference. If P4 remains in one of these regions, the bounds

for s3,4 can be readily determined. For instance, if P4 is in the Rhombus region, the

patterns in Fig. 12 identify the vertices of the domain giving a tight range for s3,4.
We can identify 14 patterns, two for each region, which subsume the seven patterns

used by Crippen and Havel [36].

When three points can be aligned within the allowed distance ranges, the bound-

aries separating the monotonic areas must be recursively analyzed. At the end of the

process, tight bounds for the variable of interest are obtained.

As an alternative, a geometric approach based on projections and back-projections

introduced in [45] can also be extended to take into account orientation constraints.

Moreover, this method can operate in 3D problems, whereas the extension to 3D of

the method introduced in [47] is not trivial.
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Fig. 12 The two configurations giving the lower (left) and upper (right) bounds for s3,4 in the

Rhombus region. Solid and dashed lines indicate distances at their lower and upper limits, respec-

tively

Fig. 13 A robot formation. Each robot is equipped with an ultrasound sensor to measure the dis-

tances to nearby teammates. The lines in the figure represent the distances actually measured. The

orientation of the triangles is given by cameras mounted on the robots. The integration of the dis-

tance and orientation constraints permits the determination of tight bounds for the possible location

of each robot

The integration of the orientation constraints opens a new range of applications

for distance geometry methods, such as the coordination of robot teams, sensor data

fusion, and constraint-based robot programming, to name just a few. For instance,

Fig. 13 illustrates the application of this method to the mutual localization of a robot

team.
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Singularity Analysis

The singularity locus of any given mechanism is the set of configurations where

mobility or control issues might arise. To prevent malfunctions or even structural

damage, singularities must be avoided. Thus, given its relevance, singularity analy-

sis is a major topic of research in mechanics. However, the characterization of sin-

gularities has only been achieved for particular mechanism instances or requires

the use of complex computational methods [50]. In general, modifications of the

mechanism parameters change the singularity locus in unpredictable ways, which

hinders the analysis of new structures. Borras and Thomas, however, proposed dis-

tance geometry tools to identify singularity-invariant leg rearrangements for parallel

structures, i.e., changes in the attachments of the legs to the base or the platform

that do not change the singularity locus [51]. This generalizes the singularity analy-

sis of a particular structure to all the other structures that can be defined from it

with singularity-invariant leg rearrangements. Moreover, these rearrangements can

be used to avoid multiple spherical joints, significantly simplifying the actual con-

struction of the structure [41].

In a parallel structure, the linear and angular velocity of the moving platform, 𝐯
and 𝛀, respectively, are related to the leg lengths by

𝐑l

⎛⎜⎜⎝
l̇1
⋮
l̇6

⎞⎟⎟⎠ = 𝐉
(

𝐯
𝛀

)
(19)

where 𝐑l is a diagonal matrix with leg lengths l1,… , l6, and 𝐉 is the matrix of non-

normalized Plücker coordinates of the six leg lines. The relevant singularities for

parallel structures occur when det(𝐉) = 0. Now assume that we rearrange the leg

attachments and that the squares of the new leg lengths, d1,… , d6, are related to the

previous ones by an affine relation of the form

⎛⎜⎜⎝
d21
⋮
d26

⎞⎟⎟⎠ = 𝐀
⎛⎜⎜⎝
l21
⋮
l26

⎞⎟⎟⎠ + 𝐛. (20)

Then, as shown by [52], the relation between the change in the leg lengths and

the velocity of the platform becomes

𝐑d

⎛⎜⎜⎝
ḋ1
⋮
ḋ6

⎞⎟⎟⎠ = 𝐀 𝐉
(

v
Ω

)
(21)

and the new singularity condition is det(𝐀 𝐉) = det(𝐀) det(𝐉). If det(𝐀) is a con-

stant non-null factor, the leg rearrangement has no effect on the singularity locus.
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If det(𝐀) is null, then the rearrangement introduces an architectural singularity, i.e.,

the resulting platform is in a singularity irrespective of its leg lengths.

A Cayley-Menger determinant can be used to derive the affine relation between

the leg lengths before and after the rearrangement. For instance, consider the situ-

ation in Fig. 14 (left), where the anchor point P1 is displaced to a new position P4
along the line supported by P1 and P2. Since in this rearrangement the four points

remain coplanar, then

D(1, 2, 3, 4) =

||||||||||

0 1 1 1 1
1 0 (d1,4 + d2,4)2 s1,3 s1,4
1 (d1,4 + d2,4)2 0 s2,3 s2,4
1 s1,3 s2,3 0 s3,4
1 s1,4 s2,4 s3,4 0

||||||||||
= 0. (22)

Expanding this determinant, we obtain

d2,4 s1,3 + d1,4 s2,3 − (d1,4 + d2,4) s3,4 − d1,4 d2,4 (d1,4 + d2,4) = 0 (23)

which defines an affine relationship between the leg lengths before and after the

rearrangement with

𝐀 =

⎛⎜⎜⎜⎜⎝

d2,4
d1,4+d2,4

d1,4
d1,4+d2,4

… 0
0 1 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 1

⎞⎟⎟⎟⎟⎠
. (24)

Since det(𝐀) = d2,4∕(d1,4 + d2,4), the proposed change in the anchor point location

is a singularity-invariant leg rearrangement.

Fig. 14 Singularity-invariant leg rearrangements. Left: rearrangement along a line connecting two

anchor points. Right: rearrangement in a plane defined by three anchor points
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Figure 14 (right) shows another possible leg rearrangement, where a leg attach-

ment is moved on the plane defined by the anchor points of three legs. In this case,

the conditions to be held is

D(1, 2, 3, 4, 5) = 0 (25)

which can be rewritten to

D(1, 2, 3; 2, 3, 5) s1,4 − D(1, 2, 3; 1, 3, 5) s2,4
+ D(1, 2, 3; 1, 2, 5) s3,4 − D(1, 2, 3) s4,5 + C = 0 (26)

where C is a constant that does not depend on the distances involving P4. This leads

to a singularity factor

det(𝐀) = D(1, 2, 3; 2, 3, 5)
D(1, 2, 3)

, (27)

which is independent of the structure configuration and, thus, defines a singularity-

invariant leg rearrangement.

Note that other leg rearrangements are possible. The advantage in using distance

geometry in their derivation is that, in general, the singularity factors have a direct

geometric interpretation.

Path Planning

For structures with high mobility, the comprehensive description of both their con-

figuration spaces and their singularity loci is unfeasible. Fortunately, in these cases,

research efforts usually focus on path planning problems, i.e., problems consisting

in determining how to move the structure from an initial to a goal configuration,

while avoiding collisions or singularities [53, 54], although this second aspect is

less commonly treated in the literature [55].

For tree-like structures, the configuration space is parametric, which greatly sim-

plifies the problem. However, when kinematic loops appear in the problem (see

Fig. 15), the configuration space becomes a manifold embedded in the ambient space

formed by the joint variables [56]. Actually, kinematic loops appears in many rel-

evant problems, such as complex manipulation problems [57], parallel robot path

generation [15], grasp planning [58], and surgery planning [59].

Under the presence of kinematic constraints, standard formulations produce

involved configuration spaces. For some families of structures, though, distance con-

straints produce much simpler representations of the configuration spaces, in which

the path planning problem can be easily solved.

Trinkle and Milgram analyze the configuration space of planar chains with rev-

olute joints formalized with joint angle parameters, but also use concepts from dis-

tance geometry [60]. Using the notion of long link, they prove that the configura-
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Fig. 15 A two-armed service robot holding a plate. The arms must be in contact with the plate,

and the plate must remain horizontal to avoid tilting the coffee mug on it. A loop of kinematic

constraints is thus generated

tion spaces of such mechanisms are connected if and only if they do not have three

long links. Otherwise, their configuration space has two components, and each is

toroidal. They then propose a path planning algorithm differentiating between these

two cases. When the configuration space has two components, the first task is to

discern whether the two configurations to be connected are in the same component.

If not, the path planning problem cannot be solved. For configurations in the same

component, one link is used to drive the mechanism, while the remaining links com-

ply in a series of accordion moves that can be proven to connect the configurations of

interest. The final path is not optimal, but the algorithm is shown to be very efficient

for significantly long loops.

Han et al. [61] propose a distance-based formulation for planar closed chains with

revolute joints, where a configuration is represented by the set of distances from a

point on the base link to the end-points of the rest of links, complemented with a set

of triangle orientations. In this parameter space, the loop closure constraints become

linear inequalities, and the configuration space becomes practically piecewise con-

vex. The boundaries between the different convex regions of this space are given by

particular alignments of points, i.e., changes in the orientation of the triangles. Thus,

to connect any two given configurations, one need only identify the boundaries to be

crossed and define a piecewise linear path between them.

The approaches by Trinkle and Milgram [60] and by Han et al. [61] can both

be generalized to spatial mechanisms with spherical joints. However, no general

joints or joint limits can be encoded in these approaches, which hinders their general

applicability.
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Summary

Distance-based formulations provide new insights into fundamental problems. In

the context of algebraic methods, the number of variable eliminations is reduced

to the point that, in many cases of practical interest, they are no longer required.

Numerical methods also benefit from the use of distance formulations, since trilat-

eration approaches naturally follow from them, and they provide a rich set of tools

to reduce the search space in the context of branch-and-prune approaches. More-

over, distance formulations allow one to define singularity-invariant leg rearrange-

ments, which significantly expand the utility of previous singularity characteriza-

tions in Gough-Stewart platforms. This enables the construction of active structures

with well-characterized singularity loci and without complex mechanical pieces such

as double spherical joints. Finally, in many cases, the analysis of the configuration

spaces and the associated path planning problems can be certainly simplified when

adopting a distance-based formulation.

Despite the extensive history of distance geometry, it has only recently been intro-

duced for the position and motion analysis of structures. Given the success of the

cases presented in this survey, we expect that distance-based formulations and their

associated tools will soon be recognized as a powerful alternative for addressing the

complex geometric problems arising in this discipline. Finally, the distance geometry

methods described in this survey are able to solve a wide variety of problems, includ-

ing trilaterable and non-trilaterable cases, linkages with a coupling number higher

than 1, and even flexible graphs. We expect that these methods will find application

in domains other than those presented here.
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New Trends in Residential Automation

José Reinaldo Silva, Javier Martinez Silva, Celina Pereira,
Camelia Avram and Sergiu Dan-Stan

Abstract Home automation is a promising market application and a very inter-
esting area of research in the field of automation, where human–machine integration
is a key issue. The history of home automation, however, can be traced through
various phases since its inception: first, with concepts and equipment inherited from
industry automation, then to a phase in which new tools were developed but
problems were encountered with design, and finally to a new era where the chal-
lenge is to further explore a multidisciplinary approach that conceives of home
automation as a service, with a different model for the interaction between the home
and its users. In this new phase, the design challenges are quite different, as is the
motivation for implementing new architectures for building and residential
automation (B&RA). In this article we present a direct comparison between the last
two phases of home automation, as described above, and propose a new method-
ology for designing B&RA systems based on an anthropocentric automation
approach. A design discipline for improving integration is applied to models
developed at the beginning of this century, achieving good results. This same model
is then compared with a new approach, revealing new challenges that could arise in
both integration and service. To better understand all of the differences, the older
approach is presented along with a case study implemented in Portugal. It
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introduces new concepts and challenges for B&RAs in implementing sustainable
houses and buildings that are also capable of generating energy—as in the urban
smart grid. Another important challenge is improving integration with users in
terms of service systems.

Introduction

Home automation first became possible in the late 1970s, when personal computers
(PCs) started entering home spaces. Yet the first significant concepts and applica-
tions related to HA did not appear until the period between 1998 and the early
2000s, in association with the notion of the smart home. Domestic technologies,
home networking, and other gadgets then began to appear on store shelves [1].

Various ideas can be linked to the home automation domain. In fact, a smart
home system can integrate electrical devices and techniques for building smart
systems and controlling domestic applications such as electrical equipment and
home entertainment systems. Such systems enable the automation of a building by
managing lighting control, power control, home tele-monitoring, home networks,
and other applications. Smart home devices can be connected via a computer
network so that they can be controlled using a system such as a PC. These devices
can also facilitate remote access using the Internet. Integration of information
technology with home systems provides safety benefits and energy efficiency, as
well as other conveniences.

Taking into account the high potential of residential automation, its diffusion due
to its “youth” or its high-tech nature is reflected in its life cycle from technology
adoption to large-scale acquisition and use [2].

If the meaning of building and residential automation (B&RA) could be captured
in a single word, that word would be “integration”. Integration denotes the flow of
information among different subsystems involved in the sharing of control and the
respective actions that characterize the system [3]. A simple way to understand the
importance of integration is by examining the information system adopted and the
possible failures and flaws associated with this system. As mentioned in the
Standish CHAOS Report [4–7], there is a tendency toward an increased number of
projects that present a series of gaps, largely because of failure to consider and to
involve the final user in the tasks of designing the B&RA system. As a result,
specifications and requirements are incomplete or misunderstood, and parts of them
change during the process of design and implementation.

Considerable work must be done in this domain, and many projects involving
B&RA systems have been developed. In efforts to attract the attention of potential
users, some of these have demonstrated the advantages of using B&RA systems,
primarily related to enhancing comfort and quality of life, reducing energy con-
sumption, and increasing environmental sustainability.
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One of these projects, for example, the TRON Intelligent House in Japan [8], was
a pioneering work in this domain. This project was mainly devoted to providing
increased comfort, and in fact obtained amazing results from this point of view.

The definition of “comfort” (initially proposed as an aspect of B&RA) has been
extended to other concepts in this domain including security, energy efficiency, and
sensitive aspects related to geographical and environmental factors. This can be
observed in the House of the Future in Ireland [9], e2Home in Denmark and
Sweden [10], theMIT House in the USA (MIT 2000), or the interactive house of the
future in Portugal [11].

A more detailed study in the context of this work was conducted in Brazil and
Portugal, which examined the respective issues related to the use and design of
B&RA systems in each country. Indeed, there are huge differences between Por-
tuguese and Brazilian realities and contexts: Portugal is a small country with 10
million inhabitants, with a small market, where families find it difficult to acquire
B&RA systems, and with weather that is neither too cold nor too hot the entire year.
Here, families typically acquire B&RA systems for comfort reasons (temperature
and light control, music inside the house). Brazil, on the other hand, is a huge
country of more than 200 million. The factors motivating families to acquire B&RA
systems are largely related to security, and also reflect the fast-paced development
of private neighbourhoods (e.g., 800–1000 houses), with a few crucial facilities
consisting of water distribution networks, for instance, or other relevant features of
integrated systems for common purposes. Thus, this type of device must be
designed for and adapted to a very different reality from that of Portugal.

Even in such different contexts, B&RA systems are crucial for the well-being of
families and individuals, and any B&RA system can be designed (using universal
and systematic methodologies) for specific purposes (considering different needs)
of specific clients. This is chiefly why systematic and flexible design methodologies
are so important, and must consider all aspects that are relevant for users, including
security, comfort, and energy efficiency [12].

Indeed, energy efficiency has become a very important consideration in
designing and developing B&RA systems. In fact, a medium-sized family in the
European Union (EU) can save between €200 and €1000 per year, depending on
factors such as weather or geographic location), using an adequate B&RA system.
Based on these numbers, it is estimated that the EU could save about 20% in energy
consumption each year—about €60 billion—with appropriate policies governing
the use of B&RA systems.

In 2001, the European Commission (EC) initiated and adopted the Directive on
the Energy Performance of Buildings (EPBD), Directive 2002/91/CE, whose main
goal was (from Directive 2002/91/EC published by Official Journal of European
Community):

Article 1/4.1.2003: “The objective of the Directive is to promote an improvement
in the energy performance of buildings in the Community, taking into account
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outdoor climatic and local conditions, as well as indoor climate requirements
cost-efectiveness.”1

According to data provided by Hager [13], implementation of a series of B&RA
systems resulted in savings of up to 50% of energy used for heating and up to 40%
used for lighting.

In order to improve the efficiency of a B&RA system, in this chapter we propose
a design methodology that considers an anthropocentric automation approach.
Next, Sect. Design Process and Requirements for Buildings and Residential
Automation Systems highlights some aspects to be considered in designing B&RA
systems, and from a practical point of view discusses a project in Portugal where
these concepts have been used. Section New Challenges and the Detachment from
Industry presents the key concepts related to new challenges and the break from
industry in the design of B&RA systems. Section Towards a Design Approach to
Home Automation: The Requirements Problem discusses key points to consider in
a design approach for home automation systems, mainly related to the requirements
of the problem. Section A New Proposal for Home Automation Based on
Goal-Oriented Requirements then discusses possibilities and solutions for dealing
with the requirements of this new modelling approach and presents a case study.
Lastly, this chapter summarizes the key conclusions from this work.

Design Process and Requirements for Buildings
and Residential Automation Systems

In designing a B&RA system, there are important factors to consider: geographical
location is a key consideration, and another important issue is handling of infor-
mation and its integration within the B&RA system [3]. Integration involves the
creation of an information system in which information that flows among B&RA
subsystems and information on specific actions of the system are integrated and
shared in a simple and efficient manner.

The Standish Group [7] has long been involved in studying the impact of design
on both successful and unsuccessful projects related to information handling and
management in the USA. The results of their work and its evolution through the
years are reproduced in the CHAOS Report [4–7].

In the first CHAOS Report in 1994, it was noted that only 16% of analysed
projects globally were able to be finished within their respective previously defined
deadlines and under the previously imposed budget limits, even if the requirements
implemented were according to the requirements that had been previously defined.

1Directive 2001/91/EC from the European Parliament Council of 16 of December of 2002 on
energy performance of buildings. Published in the Journal of European Communities, vol. 46,
January 4, 2003.
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An analysis of other results (from 2000, 2006, and 2009) shows that these
percentages increased to 28% in 2000 (Extreme CHAOS, in 2000), 34% in 2002,
35% in 2006, and about 32% in 2009 (CHAOS Summary, 2009).

According to the same organization, the main obstacles to meeting previously
defined deadlines and budgets were a failure to include the perspective of the user in
the design, incomplete requirements and specifications, and changes to require-
ments and specifications during the design phase—and sometimes even during the
implementation of the final technological solution [5].

All these aspects are worrisome for users, especially those concerning changing
and/or incomplete requirements. Friedrich [14] also indicated this phenomenon in
his work, and attributed it to lack of knowledge elicited from the user. He described
a methodology for eliciting the user’s tacit knowledge and concluded that the
problem of absence of tacit knowledge from users was a major reason for unmet
deadlines and/or budgets for this kind of project. This issue may also account for
failed or incomplete implementation of certain functions defined for the final
system.

The Standish Group statistics illustrate results obtained in the domain of soft-
ware development. However, these results are valid for B&RA systems as well, as
they require software integration and development. Statistics show that design
failures are mainly attributable to errors that occur in the early stages of the design
process.

Integration plays a major role in B&RA systems. The correct flow of (integrated)
information defines B&RA as an intelligent system. For this reason, the intelligence
level of a B&RA system is directly related to the level of integration of the different
subsystems, as well as the capacity for providing a high return on the initial
investment [15]. In addition, the concept of “intelligent” building is not related as
much to “last-generation technology”, but more to the performance achieved by
B&RA in use scenarios [16].

In order to reduce costs when designing B&RA systems, both uniform control
systems and sharing of resources are recommended. The design process of a B&RA
system starts with identifying client needs and ends when all documentation con-
cerning the development, realization, and installation of the system has been
prepared.

Requirements for B&RA Systems

Requirements are the basis for defining all functions, services, and operational
restrictions of the B&RA system’s behaviour. Well-defined requirements are the
main determinant of the success of the design tasks to be developed: ambiguities are
reduced or eliminated, and the definition of specifications can be more compre-
hensive and more realistic. Generally, requirements are written in natural language
and complemented with models or tables, and their role is to ensure the correct
characterization of the system to be developed.
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User requirements and system requirements have different levels of detail:
requirements for users are more abstract, and system requirements are more spe-
cific. Both sets of requirements are useful in defining the technical specifications for
the system.

Defining requirements at different levels of abstraction is a very interesting
approach, because users and B&RA developers will see them from a different
perspective: users are interested in the behaviour of the system as they perceive it,
whereas systems developers are more interested in the true behaviour of the system
in different application scenarios.

Three types of requirements—functional, non-functional, and domain require-
ments—are presented below.

Functional Requirements

These describe the services provided by the B&RA system, and the reaction and
behaviour of the system in response to inputs in different behaviour scenarios.
Functional requirements must identify both the desired and the undesired behaviour
of the system, as well as characteristics of the system’s behaviour properties.

Non-Functional Requirements

These requirements represent restrictions on the services or functions provided by
the B&RA system, and include design, organizational, and external requirements.
This set of requirements typically imposes restrictions on the development of the
B&RA system, and sometimes on the design methodology that must be used.

Application Domain Requirements

These requirements are related to real applications and real system performance
rather than specific user needs, and they primarily involve attributes of and
restrictions on the system behaviour. This set may contain both functional and
non-functional requirements, and they are commonly characterized by specific
terminology or references for the concept of application domain.

Requirements Concepts

In reality, the distinction among types of requirements is not as well-defined as
these definitions may suggest. For instance, a requirement related to safety as
defined by the user seems at first glance to be a non-functional requirement, but in
fact, when detailed, it can be decomposed into other requirements that can be
functional. An illustration for improving safety, for instance, is the need for
authenticating the user of the B&RA system [17].

Based on requirements in the field of engineering, it is assumed that the process
of definition consists in elicitation, analysis, and documentation of the system. This
complex process is based on methods, tools, different viewpoints, human factors,
and information sources, some of which relate to specific scientific and techno-
logical domains, such as designers, specialists, stakeholders, and normal users.

From a high-level abstraction point of view, the global requirements engineering
process can be divided into three sub-processes: elicitation (extraction of
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knowledge from several sources), specification (conversion of requirements to
technological needs), and validation (verification that the requirements meet the
needs and desires of the users).

A series of methodologies have been developed to correctly and precisely define
these requirements. Among them, the method defined in Volere Requirements
Resources (Robertson and Robertson, 1999) is well suited for these purposes. This
methodology underlines the definition of the requirements and is the critical point
for the success of the process design of a B&RA system.

Another methodology was developed in 2004, in which some of the authors of
this chapter proposed a similar architecture based on a generic element called
“integron” [18].

In 2009, some of the authors of this chapter revisited the same point with a new
version (at that time) of the same element, focusing on the arrangement of the
system as a whole and on the flow of information instead of simply distribution of
control. Such an approach was proposed to be more efficient than others, and would
better fit the requirements in a heterogeneous environment such as residential
automation. This methodology developed in 2009 was applied in a real case study
in Portugal by the same team. A detailed description of the application of the
methodology, as well as a scientific explanation of the reason for choosing that
method for the treatment of the case study, can be found in [3]. This case study is
considered for the presentation and justification of the concepts discussed below,
towards a new paradigm and new challenges in designing B&RA systems.

New Challenges and the Detachment from Industry

Although we can recount several developments in residential automation, we
entered the twenty-first century with domotic models that were not integrated with
humans, most of them based on the old concept of “external machines” to which we
should give orders. A domotic intelligent system that could evaluate the current
situation and react to it in order to provide more comfort and safety to the user was
a concept that had not yet been considered.

Since the early 2000s, the real question has been whether we have experienced a
paradigm shift marking the complete separation of domotics from industrial
automation, with the development of new methods and equipment tailored to
B&RA. Such a change would be based on the concept of human-centred
automation [19]—which was not really new at the beginning of this century. In fact,
in 1996, Gomes and Steiger-Garção published a paper [20] directly questioning the
proper approach to domotics: what they called “automatics” was directly related to
the known (industrial) automation, and contrasted with an anthropocentric
approach, where the human (user) was the focus of the (design) process. This
dilemma became untenable in the new century, and the challenge since then has
been to effect a departure from the industrial process and approach B&RA from a
new perspective within the domain of anthropocentric automation.
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An Anthropocentric Approach to Domotics

The unique challenge that B&RA brings to the scene is the role of modelling and
design in this area. Previously, the role of design was merely to support an
instrumentation process—more than digitalization or virtualization. Therefore,
further changes to the project would imply a rework or a sharp division into small
environments, at times resulting in redundancy of functionality, equipment, or both.
A house—more than a building—requires the assembling of different small envi-
ronments automated separately or simply instrumented to attend to prescriptive
functionalities.

A change in this approach would start with the introduction of the concept of
“instrument-mediated activity” [21], which focuses more on the action performed
than the use of an (automated) instrument itself. Rabardel and Beguin [21], who are
critical of classical design, define an instrument as a combination of an artefact and
a subject, where it is “…the subject who grants it the status of a means for his/her
action”.

Using a more systemic approach, we would say that B&RA is based on inte-
grated actions involving humans (users) and machines (artefacts), in which the
latter are simply resources that require human interaction to choose a subject and
contribute to the action. A new B&RA design may involve the modelling of pro-
cesses (partially ordered sets of actions) to achieve a goal that would please the
user.

Goal orientation is a novel feature in the design of B&RAs, and thus it must be
very clearly defined. Aside from its obvious meaning as an objective to be attained,
we should expand the meaning of “what would please the user” beyond trivial
comfort. In fact, one of the challenges of B&RA in the new century is its utility and
sustainability.

Another significant challenge is understanding the nature of B&RA as a system
of systems, which we develop in the next section.

Towards a Systemic Approach to Building and Residential
Automation

Another important point in B&RA design is that building and home automation is
now a system of systems [22]. According to the International Council on Systems
Engineering (INCOSE),2 a “System of Systems (SoS) is a general system (or
System of Interest) whose elements are managerially and/or operationally

2INCOSE is an international institution that promotes reference models and studies in systems
engineering for academia and the practitioners. The institution has established as its main objective
the transformation of systems engineering to a model-based discipline. More information can be
found at: www.incose.org.
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independent systems. These interoperating and integrated collections of constituent
systems usually generate results unachievable by individual systems alone”.

Thus, a system of systems is in fact a collection of independent systems, where
each component encapsulates its goal, appropriate resources, and methods needed
to accomplish it. This general architecture appears in modern buildings and resi-
dences, where each unit is now a small system belonging, for example, to a general
urban electric utility distributed system. Also, all modern buildings and homes
should be integrated within a neighbourhood system, which belongs to the city
system. A similar configuration can be designed for rural areas.

Therefore, a new challenge in B&RA design is developing buildings and homes
seen as units of larger systems, and the integration of such units within these larger
systems is as important as attending to direct user requirements, as proposed in
previous sections.

With regard to the internal components, it is also advisable to treat the components
of a B&RA system as subsystems. This was proposed in a Portuguese house designed
by some of the authors of this chapter, where a B&RA was defined as comprising a
security system, a lighting system, a water system, and so on. In fact, if we further
consider the complete integration with outside systems, dividing it into even smaller
systems is warranted. An important point is that a building or a house is no longer
merely a first-level system—one that simply receives “resources” from outside
systems; nowadays it is hypothetically involved in generating energy, or contributing
with small reserves of water to emergency situations. Thus, it is not a one-way
relationship, where resources and services converge at the home or building as a final
destination. Modern domotic systems can provide energy, as in an urban smart grid,
contribute to a joint security program, or integrate a health-care network [23–26].

Home automation can be implemented in a set of connected houses and build-
ings [27], and should comprise an intelligent system of systems where resources
and services are received and provided at the same time. This aligns with the
concept of service proposed by service science [28].

The notion of service is proposed here as a sequence of partially ordered actions,
where the last action is coupled with the end user with whom it is exchanging
information and resources. The sequence of actions and resources can be delivered
by an automated system (or a system of systems) [29].

Therefore, we can think about B&RA as a service system of systems, where
services are exchanged between the environment and the building and residential
units. The challenge is in how to design this new arrangement.

Towards a Design Approach to Home Automation:
The Requirements Problem

Both challenges outlined in the last section point to a new architecture for B&RA
that is a metaphor of a proposal made by some of the authors for manufacturing and
industrial systems [30–32], and could also be applied to Industry 4.0 [33].
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In order to explore this trend as inspiration for a new design discipline for
B&RA, we will first analyse the metaphorical similarity between B&RA and
manufacturing design, starting with the early phase. Differences from the classical
approach based on functionality will be highlighted to open a path for proposing a
new goal-oriented method.

The Architecture Metaphor

Concepts such as the Internet of Things (IoT), e-work, and collaboration have
changed the way we look at distributed design, especially (automated) systems
design [31, 34, 35]. Today, components of large systems as well as small parts can
be encapsulated in local systems or distributed globally. The impact of this in
B&RA was already discussed in the previous section, where the system-of-systems
concept was introduced.

Thus, B&RA should be viewed as a configuration of cooperative cyber-physical
systems with common goals, which can be coupled in different arrangements,
depending on availability and priority for achieving the social goal.3 This is sub-
stantially different from the Unified Modelling Language (UML) architecture
commonly used in residential automation, which can be viewed as a set of dis-
tributed instruments or clusters of instruments (software included) used to perform a
task such as intrusion detection, or locating areas where lights are on and there is no
human presence. The enhancement introduced by some of the authors of this
chapter in previous B&RA projects was just a means of aggregating these com-
ponents, and eventually integrating different instrumental clusters using the data
that they generated—the detection of intrusion, for instance. In this case, both the
security and lighting systems could also use this data. By the end of the last century,
the novelty was accomplishing this integration via software.

The current novelty is the conceiving of an architecture where components of a
B&RA are independent cyber-physical systems [27] which act as distributed
intelligent agents [36]. But this is just a metaphor of the architecture introduced in
manufacturing with Industry 4.0 [33]. Instead of a prescriptive configuration of
instrumental clusters, a central control would select/take control using the criteria of
capacity and availability of independent (cyber-physical) subsystems. System
societies can provide data and/or services to one an other through a main service
that is delivered to the final user.

Product-Service Architecture (PSA) was proposed by Silva and Nof [31] and
developed as a flexible and harmonic architecture to support a design discipline [33]
that will be adapted to B&RA.

3Social goal has the same meaning as in systems engineering, where it denotes a common goal to
which all system components contribute.
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PSA and the New Design Discipline for B&RA

Silva and Nof [31] proposed a distributed architecture for manufacturing in which
independent elements together would constitute a manufacturing service environ-
ment (MaSE). A MaSE is defined as an open set of value production units—
independent components—that contribute to the general processes involved in the
delivery of products, services, or hybrid products/services. Production units would
now be matched to independent domotic units (DomUs).

DomUS are designed to contribute to various processes controlling systems such
as lighting, intrusion, electronic security, external area surveillance, internal area
surveillance, energy use, energy production (for systems inserted in urban smart
grids), and the rational use of water.

Both the MaSE and the domotic service environment (DoSE) generate archi-
tectures that emerge from the collaborative e-work between product units [37],
where other products (besides the final solution), services, product/services, and
resources are shared.

In Fig. 1, each domotic unit is denoted by dui, i = 1…n, with each contributing
to goals si and sharing resources. A sequence of achieved goals constitutes a plan
that leads the domotic system to deliver resources and the final goal sn to the user.

Thus, DomUs have the same architecture as that proposed by Dutra and Silva
[33] for Industry 4.0, and retain features already described in previous sections for
B&RA.

It should be stressed that we are now talking about service environments, which
represent the second challenge. B&RA is concerned with the development of
automated service, just like modern manufacturing. The point here, however, is that
we cannot simply transfer solutions from manufacturing to domotics; rather, we

Fig. 1 DomUS system configuration for providing the a service provided by an arrangement of
service systems
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must recognize that both are systems of the same nature in terms of the architecture
for automation. Therefore, both face similar challenges and require similar
solutions.

DomUs should be instantiated with cyber-physical systems with good capacity
for communication, directly or using Ethernet. The old dilemma of the uncertainty
in using Ethernet is no longer a problem, and current domotic environments are
fully connected by wireless networks [27, 38, 39].

On the other hand, this same characteristic of domotic systems would give rise to
another problem in the design of efficient solutions that can be coupled with the end
user.

The most sensitive part of the design process is simply the problem of modelling
and analysing requirements. In the next section, we will address this problem and
introduce the use of goal-oriented requirements engineering instead of the classical
functional approach based in UML.

A New Proposal for Home Automation Based
on Goal-Oriented Requirements

The beginning of the new century was marked by the emergence of new ideas in
software engineering and engineering design: a new approach was proposed for
eliciting, representing, modelling, and analysing requirements that was focused on
goals rather than functional aspects. This also represented a good alternative for the
design of B&RA, which could avoid several problems. Various techniques for
formalizing requirements have been used in the context of developing critical
software for industrial systems as presented in the works of Machado et al. [40],
Campos et al. [41], Kunz et al. [42], and Machado et al. [43].

First, we would like to stress once more that the functional approach described at
the beginning of this chapter and that was used previously has a touch of “in-
strumentation” and therefore contributes to preserving the product-oriented
approach in B&RA. However, from what we have seen in previous sections, the
challenge is in designing B&RA as a service, and even more, as a distributed
architecture of independent DomUs, integrated into the main process.

It is also difficult to keep track of resource sharing using a conventional func-
tional approach. In what follows, we will present the concept of goal-oriented
requirements engineering (GORE), where requirements are elicited already attached
to goals [44, 45].

In the next section we will briefly show how we could revisit the example
mentioned in the first section using KAOS4 and an academic tool developed in

4KAOS is an acronym that stands for Knowledge Acquisition in Automated Specification and
refers to a diagrammatic schema for specification of goal-oriented requirements. A commercial
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D-Lab (Brazil), where all diagrams (goal, object, operations, and responsibility
diagrams) can be translated to Petri Nets. Once this is done, the task of requirement
modelling and verification/validation becomes straightforward.

Case Study with Goal-Oriented Approach

The KAOS approach is a goal-oriented implementation of the GORE method,
which involves a rich set of formal analysis techniques based on linear temporal
logic (LTL). GORE is a sub-area of requirements engineering (RE), which
addresses the use of goals for elicitation, elaboration, structuring, specification,
analysis, negotiation, documentation, and requirements modification [46]. The goal
of GORE methods is to justify the “why”, “what”, and “who” dimensions, and to
ensure that requirements meet the system objectives—including those of safety and
security [44].

In order to more clearly define the KAOS method, we would like to highlight
first the notion of “goal-driven” [45, 47]. A goal is a prescriptive state declaring the
purpose of an existing or future system whose satisfaction generally arises from the
collaboration between agents with a certain responsibility over the system.5

Therefore, goals should drive the requirements elicitation process, resulting in
domain-specific requirements, avoiding the difficult balance between functional and
non-functional requirements.

The KAOS method provides specifications based on formal logic—LTL—and
graphical modelling representations to model requirements in terms of goals. These
goals express the needs and viewpoints of stakeholders, which can eventually be
managed to achieve consistent models. Thus, KAOS can be described as a
multi-paradigm framework combining different levels of reasoning: semi-formal
reasoning for modelling and structuring goals, and formal reasoning based on linear
time logic formalism [44].

Graphically, goals are represented in the KAOS diagram by parallelograms,
while requirements correspond to borders that are outlined in bold. Agents are
represented by hexagons, as shown in Fig. 2. Here, we revisit the same domotic
problem as at the beginning of the chapter, in the treatment of requirement goals for
an automation project for a residence in Famalicão, Portugal.

A goal can be classified according to its behaviour, covering a maximal set of
intended behaviours, in a declarative and implicit policy. Behaviour is defined as a
sequence of events in a transition system model. Thus, a general behaviour violates

tool called Objectiver was used to construct the diagrams. Here we will use a system that can
transform requirements into Petri Nets also developed for some of the authors.
5It is important to keep in mind the match between this definition and the definition of service and
PSA architecture, where partial actions are related to (caused by or the responsibility of) certain
agents but contribute to the process as a whole, and will deliver a final action to the end user which
will generate value.
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the goal specification if it does not belong to any process prescribed in the
requirements.

Figure 2 shows a goal that requires integration of the sensor signal to avoid
equipment redundancy. Therefore, presence sensors are used by the lighting,
security, and fire systems. In addition to the heating, ventilation, and air condi-
tioning (HVAC) system (not integrated with the sensors), the house also needed a
security system for gas leaks, inundation, and soil moisture, and a closed-circuit
television (CCTV) system. Note that the control system responds to sensor detec-
tion in an integrated way, coupling action against fire, for instance, with detection
of human presence and inundation.

A refinement terminates when each goal becomes realizable by an individual
agent (people, other software devices, robots, etc.), which means that this goal must

Fig. 2 Goal diagram derived for the main goal: a condominium automation project is integrated
when a request is received
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be expressible in terms of conditions that are monitored and controlled by the agent.
“Parent goals” are obtained by abstraction, whereas “child goals” are obtained by
refinement. Essentially, refinement is the process that results in a tree where leaf
goals are assignable to single system agents.

A formal representation of a behavioural goal is defined using a temporal logic
instruction:

C= θT

Here, C is the current condition, T is the target condition, and θ is any of the LTL
operators: (Fig. 3)

• ○: In the next state in which T is satisfied.
• ◊: T is eventually satisfied at a future time.
• □: T is always satisfied during a future time.

Time stamp d is used to quantify these operators. Therefore, ◊dT means that,
from the current state, T is eventually satisfied in the future before deadline d; and

means that T is always satisfied in the future up to deadline d. Now it is
possible from the early requirement representation to obtain a model in a formal
representation with temporally quantified constraints.

A formal LTL representation for the goal requirement HVAC system is activated
when temperature or humidity reaches a certain limit would be:

Fig. 3 KAOS basic elements
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The KAOS approach provides a mechanism that ensures the completeness of the
object model by deriving a minimum set of objects for each goal in the knowledge
diagram. For instance, Fig. 4 shows the object diagram originating from the goal
specification HVAC system is activated when temperature or humidity reaches a
limit. Repeating this procedure for each goal, a final object model is obtained, as
shown in Fig. 5.

Following the normal procedure proposed in the KAOS approach, after all
refinements terminate, we should transfer these requirements—now called specifi-
cations—to a formal representation: LTL. Therefore, only those requirement

Fig. 4 Objects derived from the goal requirement HVAC system is activated when the
temperature reaches a limit
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specifications that have already been analysed to remove ambiguities, contradic-
tions, or lack of information are transferred to LTL to create formal specifications
and project documentation.

This short example is enough to highlight the differences between classical
approaches, shown earlier, and the new approach where requirements are based on
goals. An important advantage of this technique is the agent-driven orientation and
the clear representation of agent responsibility, which contributes to requirement

Fig. 5 Object model derived from all goal requirements
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traceability. This is a key point in the negotiation of requirements intended to ensure
the satisfaction of stakeholders and end users.

One drawback to using KAOS is the lack of a clear dynamic representation of
the process, which is also a key point in automation. To address this limitation,
researchers have recently reported on the translation of the KAOS approach to
classical Petri Nets [48]. This is a good complement, especially if compared with
the design discipline presented at the beginning of this chapter.

Further developments point to transference of the KAOS diagrams to high-level
Petri Nets and timed extensions of Petri Nets, which would broaden the scope of the
B&RA design approach.

Conclusions

In this chapter we have presented the conceptual and practical differences between a
classical design method applied to home automation based on functionality—where
the main achievement is comfort—and a new approach better suited to addressing
new challenges such as sustainability and complete integration, based on a service
system of systems.

The new method is not an adaptation of manufacturing automation; rather, it
represents a new approach that is present in manufacturing as well, especially in
trends such as Industry 4.0. Thus, it is not a new version of what had already
occurred in the field of home automation in the previous century.

A key issue that this method addresses is integration. First, we are talking about
the integration underlying a collaborative relationship with user(s) of the automated
house or building, and second, the collaboration required from all subsystems—in
contrast to a collection of separate instrumental components working
independently.

This challenge requires a service system approach for which design methods are
still an open problem in academia. A goal-oriented design discipline, as discussed
here—although it has been tested in only a small number of cases thus far—appears
to be a very promising contribution, considering its sound theoretical support and
positive preliminary results.
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Digital Technology and Mechatronic
Systems for the Architectural 3D Metric
Survey

Marco Giorgio Bevilacqua, Gabriella Caroti, Andrea Piemonte
and Alessandro Ariel Terranova

Abstract Over the last decade, we have seen the widespread use of digital survey
technologies that have made the three-dimensional (3D) metric survey within reach
of all. In the past, lengthy training was needed to use total stations and classical
photogrammetry. Today, laser scanning and “new photogrammetry” allow opera-
tors with little training to produce 3D models with high spatial density in real time.
These systems have therefore made 3D metric survey available to a wide audience
of professionals, and have also allowed surveys to be performed with little eco-
nomic investment in instrumentation. Although this evolution in survey method-
ologies has certainly brought great benefits, the use of these methods by operators
with limited training poses some risk. The proliferation of imprecise processed 3D
data, however, constitutes a digital archive of documentation which, by its nature,
should be semi-automatically integrated. Issues related to reference systems, scale
of representation, accuracy, and related metadata therefore become highly relevant.
This paper aims to describe, by means of several case studies, the laser scanner and
“new photogrammetry” survey methodologies in light of the aforementioned issues.
In addition, the use of “new photogrammetry” in combination with UAV systems
will be presented. The integration and miniaturization of positioning systems,
attitude measuring systems, and survey instruments (cameras, laser scanners,
thermal and multispectral cameras, etc.) allow, by drone flight, the creation of 3D
surveys, something that was impossible several years ago without a substantial
budget for the use of conventional aircraft.
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Introduction

Over the last decade, survey methodologies have benefited from rapid technological
progress, in which electronic and computer components have driven the develop-
ment of the instrumentation. The traditional instruments used by surveyors, which
comprised only optical and mechanical components (e.g., theodolites, optical
levels, and staffs), have been replaced by integrated equipment in which the elec-
tronics and computer components mask the fundamental optical and mechanical
ones.

The term “topography,” which has described the science of surveying, has now
been replaced by a new name, “geomatics,” whose etymology signals the impor-
tance of the informatics component.

These new technologies offer several advantages, including greater efficiency
in data collection, improved control and rigor in the geometric representation, and
the potential provision of additional information in the analysis of the built
environment. In fact, although the traditional schematization of 3D reality in
two-dimensional (2D) representations is valid, some evaluations can be done only
by a 3D visual experience, which allows the operator to navigate virtually in 3D and
provides a 360° view of the object [1]. Such is the case for virtual or augmented
reality experiences applied to cultural heritage [4, 8, 12]. For these reasons, the new
survey technologies should be included in the field of mechatronics.

Among the numerous advantages of the current geomatics methodologies, it’s
worth considering the operative simplification due to process automation. However,
this simplification must not lead to a non-awareness of the process. Even if elec-
tronics and informatics seem to mask the mechanical and optical characteristics of
the survey instruments, these basic elements remain crucial for an effective and
metrically rigorous survey. The operator must be aware that new technologies do
not replace best practice in survey methods.

State of the Art

Laser scanning and photogrammetry are included among the most common 3D
architectural survey methodologies. Photogrammetry, which existed as early as the
nineteenth century, long before laser systems, is now experiencing resurgence
thanks to the success of digital cameras and the integration of its own algorithms
with those of the computer vision.

In the following section, a short description of these two methods is provided in
order to facilitate an understanding of the design, survey, and data post-processing
pipelines, as well as the most interesting applications in the field of architectural
survey. A product common to both methods is the point cloud, which is a discrete
set of points, each of which is defined by its 3D coordinates. However, the clouds
produced by laser scanning and photogrammetry have very different definitions and
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properties. Part of the data post-processing is specific to the technique being used,
but once the point cloud is created, the next phases of creating the model and
texturing its surfaces are common to both methods.

Laser Scanner

The laser scanner determines each point’s position using polar coordinates, referred
to as a 3D Cartesian system. This requires measuring two angles—zenith and
azimuth—and a distance. The laser scanner is ultimately a high-performance,
motorized total station. Once the instrument is in the correct position with the
angular sampling set, the instrument produces a survey of everything that is in
direct view and included within the range of the laser distance measurer, with a
360° angle of view in the horizontal plane and a slightly smaller angle in the
vertical plane.

The technological evolution of instrumentation has been very fast. In less than
ten years, we have moved from instruments able to detect tens of thousands of
points per second to those that can detect one million points per second, and from a
wired connection to an external computer to wireless systems and miniaturized
processors with onboard display.

There are several laser scanner technologies, allowing for varying degrees of
accuracy [13]. Triangulation-based range sensors are suitable for real–or almost
real-size surveys (a scale of 1:1–1:10) of small objects (statues, capitals, ornaments,
etc.). Time-of-flight (TOF) range sensors are most suitable for use with architec-
tonic scales (from 1:20 to 1:100) and ranges of several hundred meters.

The laser scanner generally associates with each point chromatic data in black
and white linked to the intensity of the return signal, which is a function of the type
of reflective surface. However, some instruments are equipped with a camera in
which the orientation parameters related to the laser system are known. The camera
acquires images in order to assign to each point an RGB [red, green, blue] color
value tied to the color of the object. Although many instruments are implemented
with high-dynamic-range imaging (HDRI) algorithms, integrated cameras typically
are not able to provide high-quality photography comparable to images obtained
with professional reflex cameras [6].

In order to plan a laser scanner survey, it is necessary to compare the required
scale with the accuracy of the scanner. This accuracy depends on the distance of
the object to be detected, the angle of incidence of the laser ray on the surface, the
reflectance characteristics of the surface itself, and the characteristic noise of the
signal emitted by the laser. If the survey object is not visible in its entirety from a
single station point (for example, an external and internal survey of a building),
scans must be performed from several points of view so that, in post-processing, the
data will be recorded in a single reference system. For this purpose, it may be
appropriate to introduce some targets in the scene that may serve either as common
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points visible from adjacent scans or as points of known coordinates in the same
reference systems to which the individual scans can be linked.

If targets of this type are not available, it is possible to use efficient iterative
closest point (ICP) algorithms to register several point clouds in a single reference
system, acquiring them with wide overlapping zones [13]. One must keep in mind
that the registration process involves a decrease in the overall accuracy compared
with that of a single scan. The overall accuracy may depend on the accuracy of the
targets or the standard deviation of the ICP process or even the accuracy of the
survey network.

The point cloud of the entire scene is detected in real scale, but it has a variable
density due to the selected step angle and the varying distances of the surveyed
points. To isolate the point cloud of the object of interest, it is necessary to filter the
data acquired by the laser scanner to eliminate all of the points that do not belong to
the surface of the object. In order to efficiently manage these dense model points
(sometimes there are several hundreds of millions of points) in modeling software,
it is necessary to optimize the point cloud of the object of interest through a
simplification and decimation (homogeneous point number reduction) controlled
phase.

Structure from Motion and Multi-view Stereo

Classical photogrammetry has long been used for both aerial survey, mainly for
cartographic purposes, and ground survey, using close-range photogrammetry. The
algorithms and practices of photogrammetric survey are well established and can be
found in many texts, including [15]. However, it has always been considered to
have greater theoretical complexity, and therefore its use is limited to experienced
professionals.

The advent of digital photography and the connection between the metric rigor
of classical photogrammetry and efficient algorithms of computer vision have given
new strength to the already theorized methods of image matching [10] and per-
mitted the automation of the image-based 3D modeling process [18]. This new
course of photogrammetry has also resulted in a greater distribution of surveys due
to the modest cost of the survey instruments (cameras) and the availability of
numerous low-cost software options, including some open source options, with
extremely user-friendly interfaces.

It is especially in the area of photogrammetry that the widespread use of the 3D
metric survey has been brought within the reach of all in recent years. Thus, even an
inexperienced operator using a set of redundant images taken from different points
of view and modern processing software can obtain, in a short time, a virtual
realistically texturized mesh model.

Automation and the rapid production of 3D models, however, may lead to
imperfections, because the model has no real metric consistency; it is only aes-
thetically pleasing. Accordingly, the correct planning of the photographic shots and
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the survey of the tie points (TPs) and the ground control points (GCPs) remains
crucial.

When using a digital camera in a survey and processing 3D image-based
modeling, the starting point is defining the desired scale of representation. The
definition of the scale allows us to define on first approximation the ground sam-
pling distance (GSD), which represents the size of an individual pixel relative to the
object scale. In general, if the GSD is larger than the required accuracy, the rep-
resentation will ensure a smaller scale than the one desired.

Next, the camera must be chosen, considering the sensor type (size in mil-
limeters and pixels) and optics that will allow the required GSD to be obtained at
the survey distance.

The camera is thus the survey instrument in this methodology, and the achiev-
able accuracy is dependent on several factors, including the GSD, the pattern on the
object to be detected, and the static nature of the scene. Another major factor,
however, is the quality of the image obtained in terms of sharpness, brightness,
contrast, and color saturation. Therefore, to be a good photogrammetry surveyor,
one must also be a good photographer and be able to perform good radiometric
post-processing of the images to optimize the subsequent 3D modeling process.

The general principle of photogrammetry holds that one can achieve a 3D survey
only of the points that are visible in at least two images taken from two different
points of view that have been properly oriented. The orientation of an image
involves in this context both the calculation of the internal orientation parameters,
including the principal point, the focal length and the coefficients of the radial and
tangential distortion, and the external orientation parameters, such as the 3D
position of the shooting center and the camera attitude (roll, pitch, and yaw).

One of the algorithms borrowed from computer vision is the so-called
structure-from-motion (SfM) or structure-from-stereo vision (SfSV), which
begins with a set of images of an object that are characterized by very large areas of
overlap (70–80%), and is then able to estimate the orientation parameters of the
images (self-calibrating bundle adjustment).

Compared with classical photogrammetry, it requires a large overlap between
adjacent shots in both the longitudinal and transverse directions of the pho-
togrammetric strips. Actually, the classical concept of strips is replaced by a set of
overlapping images that does not necessarily have the same rigid structure as
classical photogrammetry strips.

The orientation of the images is provided by identifying the so-called tie points
on each image. Those are the same points appearing in more than one image taken
from different points of view. The tie point coordinates are based on automatic
algorithms of point detectors and descriptors of the scale-invariant feature transform
(SIFT) type [16]. Sometimes, however, it is necessary to insert some points man-
ually, such as when objects have a pattern that is not suitable for using automatic
recognition algorithms.

By placing only tie points, a model still lacks the component relative to its scale
and the reference system in which one wants to add it. The algorithms of SfM have
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solved the problem of collinearity and coplanarity in the so-called mode-free net,
providing infinitely possible similar models.

Only the addition of constraints allows the model to be fixed. These constraints
could be given by the survey of some GCPs, a set of known coordinates in a defined
reference system.

The orientation of the images is the most important step as regards the accuracy
of the metric model. For this reason, it is good practice to detect the independent
points that act as control points (CPs). Verification by CPs avoids deformation of a
model in its entirety or in part because some images have the wrong orientation.

After determining the image orientation, the point cloud is generated at the
desired density, which is comparable to the point cloud measured by a laser
scanner. The dense cloud resulting from a photogrammetric survey has associated
the RGB value of the color of the images with each point.

Meshing and Texturing

When the point cloud is achieved using laser scanners or photogrammetry, it
typically produces a polygon mesh model. Depending on the purpose of the survey,
this model could be extremely simplified (e.g., structural analysis, dissemination,
web content) or could maintain a high level of detail (e.g., building information
modeling [BIM] developed at a detail level, restoration).

Either way, since the model has a density equal to that set by the operator during
the 3D acquisition, it may contain in some parts redundant information (e.g., rep-
resentation of a 1-m flat surface with a step point of 1 cm). Selective model sim-
plification can lighten the model while retaining the detailed description of its
geometry [9, 14].

Finally, the texture resulting from the images can be applied to the model. When
a model is obtained from images, they are already properly oriented, and it is
possible to create a color projection on the mesh. In the case of a laser survey with
an integrated camera, the orientation is known. If the color comes from a separate
photography campaign, the images must be aligned on the 3D mesh by identifying
homologous points on the 2D images in order to calculate the required
transformation.

Drones

Over the last few years, we have witnessed the growing use of drones in survey
activity. The principal types of drones, also referred to as unmanned air vehicles
(UAVs) or, as they are defined by international standards, remotely piloted aircraft
systems (RPAS), are fixed-wing and rotary-wing (Figs. 1 and 2). Drones are
complex systems integrating various electronic and mechanical components:
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airframe, engines, batteries, power distribution system, autopilot, satellite posi-
tioning system, inertial system, gimbal, and takeoff and landing systems [17].

Furthermore, the system comprises aircraft and control components, including a
ground station, radio link, first-person view (FPV) system, and video link (Fig. 3).

However, from a geomatics point of view, what makes a UAV a survey system
is the onboard presence of a camera, laser scanner, multispectral sensor, or thermal
camera.

Fig. 1 Fixed-wing UAV for photogrammetric purposes

Fig. 2 Rotary-wing UAV for photogrammetric purposes

Fig. 3 Ground station and FPV system
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The use of drones in laser scanner surveys is an interesting but still developing
field. It is characterized by high costs because it requires tactical grade positioning
and attitude systems. Nevertheless, drone photogrammetry is growing and has
already reached a good level of engineering. This methodology is very similar to
the method of processing described above and is based on structure from motion.
With a drone, one can obtain images from viewpoints otherwise unreachable
without the use of manned aircraft. These images are then processed in accordance
with a standard 3D image-based modeling methodology [2].

Close-range photogrammetry using aerial survey has existed for some time,
employing balloons or kites as aircraft. What is novel about today’s RPAS is that
they have an onboard autopilot system that allows the operator to keep the airplane
stable and also allows the aircraft to follow a route independently. If one adds to
these features the option to trigger a camera at regular intervals or at a precise
waypoint along the route, one can obtain a set of images during the survey design.

With RPAS, a flight plan is also needed, which requires setting the following
parameters: flight speed, flight altitude, coordinates of the waypoint, tack mode, the
direction of the bow and the gimbal on which the payload is mounted, and the
image motion compensation distortion [11].

A wide variety of RPAS are currently available for civilian use in photogram-
metric surveys, ranging from small aircraft weighing a few hundred grams to larger
aircraft weighing several tens of kilograms. Likewise, the cameras installed on
board vary, including small, lightweight action cameras, cameras for amateurs,
recent mirrorless cameras, single-lens reflex (SLR) cameras, ultra-high-resolution
cameras, and large format cameras [10]. The choice, of course, depends on the
required degree of accuracy as well as the size and the configuration of the working
area.

After a period of substantial deregulation of the sector, the majority of countries
have now adopted specific regulations on the use of RPAS while waiting for the
International Civil Aviation Organization (ICAO) to establish universal regulations,
as it has for traditional manned aircraft. The current regulations are very restrictive
on the use of RPAS in critical areas, such as areas where people are present who are
not under the immediate control of the operator. In fact, many RPAS currently on
the market cannot fly over roads, urban centers, or gatherings of people. An
exception is the so-called mini-UAV, which weighs less than 250 g and is con-
sidered harmless.

Case History

Some representative examples of the aforementioned survey methods (laser scan-
ner, ground-based photogrammetry, and UAV-based photogrammetry) are descri-
bed below, along with some possible applications. We also present a case where the
result can be obtained only by the integration of more than one survey method.
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Laser Scanner

The example of a laser scanner survey shown here is part of research that aims to
identify the survey methods and procedures capable of producing metric data for
risk mitigation of buildings in the case of disaster [5]. In particular, it studies the
potential for laser scanner data to produce 3D models useful for structural analysis
and verification of buildings through structural calculation software.

Starting from the point cloud (Fig. 4) acquired during the laser scanner survey of
the main building of the Lo Scoglio della Regina complex on Livorno’s waterfront,
different polygonal models of variable mesh density were produced, and the inputs
needed to create a shell model computable from structural calculation software were
generated.

Many structural verification software programs are based on the calculations of
the finite-element method (FEM), which uses numerical simulation models to
evaluate the response of structures to different types of actions. This method
requires the structure to be suitably discretized into portions, called “finite ele-
ments”. In contrast, the output of the laser scanner is an unstructured point cloud
and not a structural model (mesh). This implies that the geometric data acquired by
the laser must be articulated and arranged to be associated with the structural
characteristics of the various elements and nodes comprising the structure so as to
generate a mesh model (or shell) suitable for calculation of the finite elements.

Clearly, in structural investigations, it is important to know both the internal and
external geometry of the structure and to have these two pieces of information in
one 3D reference system. The entrance to this building was closed due to structural
and security problems; thus, it was not possible to detect the internal geometry.
Therefore, this data was retrieved from archival research, which included an overall

Fig. 4 Point cloud derived from laser scanner survey
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geometric survey of the building made with traditional techniques including plans,
elevations, and sections in computer-aided design (CAD). These drawings, after
being suitably oriented and aligned to the laser scanner survey, were used to
reconstruct the internal geometry, thus achieving a “hybrid” geometric product,
from which it was possible to identify floors, masonry thicknesses, stairwells, and
internal divisions (Fig. 5).

We then proceeded with the meshing operation using the Delaunay algorithm
from the unstructured point cloud gained from the survey. The mesh obtained from
the original point clouds of high density showed a high number of polygons. By
acting directly on the number of polygons, a high-density model of polygons was
created for architectural use, and a low-density model of polygons characterized by
a lower mesh density that maintained the formal and geometric characteristics
suitable for processing with the structural analysis program was also achieved.

This model, after being properly processed, provided input for the structural
calculation software (Fig. 6 left), describing more accurately the geometry of the

Fig. 5 Integration of laser survey with internal survey retrieved from archival research

Fig. 6 Input model for structural analysis. On the left is the surveyed mesh, and on the right is the
equivalent frame model
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structure than the equivalent frame model (Fig. 6 right) that usually results from the
interpretation of the classic topographic detector measurements in discrete points.

Image-Based 3D Modeling

Models obtained with the 3D image-based modeling methodology have a multitude
of applications, both in the use of the model in its 3D component and in the
production of 2D drawings. This example refers to the production of photorealistic
fronts and plants.

Before the introduction of the 3D survey described above, the fronts were often
created through a simple photo plan by means of individual images. Consequently,
the external components of the reference plan were not to scale, were deformed and
erroneously positioned, and needed to be corrected with photo editing. These
readjustments were qualitative, however, and were controlled by the operator. The
metric component was completely lost, or at the very least, the drawings lacked
precision compared with the photogrammetric project.

If one instead utilizes a 3D model, and exports the image of the orthogonal
views, one can directly obtain the orthophotos, which are, by their very nature,
metrically correct. Below, we describe the survey performed to create a 3D model
of the access stairway to the church in the courtyard of honor at the monumental
Certosa di Calci.

Two sets of images were acquired: one with a horizontal shooting axis with the
camera on a tripod to take the vertical components (Fig. 7, left), and the other with
a pseudo-nadiral shooting axis with the camera placed on a telescopic bar in order
to take the horizontal components (Fig. 7, right).

The distribution of some GCPs in the scene and the collimation of
post-processing of an appropriate number of tie points made it possible to record the
two dense clouds in a single reference system and to generate a comprehensive 3D
model. The required orthophotos were then extracted by defining the model pro-
jection planes (Fig. 8).

Fig. 7 Image-capture schemes
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Integration of 3D Survey Methodologies

As we stated previously, both the laser scanner and the image-based methodology
can provide a metrically correct 3D model. Each of these techniques, however, has
its own strengths and weaknesses. The laser scanner allows for homogeneous
accuracy in determining the coordinates of the point cloud, and the survey is not
affected by the lighting conditions of the scene or the pattern of the detected object.
However, as mentioned earlier, the integrated image-acquisition systems in the laser
scanner are usually not of very high quality. In contrast, the image-based modeling
techniques begin with a high-quality photographic campaign, and special care is
taken regarding the image’s radiometric and colorimetric aspects. However, the
dense matching algorithms may not always be efficient, especially in the presence
of zones with inadequate patterns.

Thus, in some applications, it’s useful to integrate the two survey methodologies
to ensure the homogeneous metric rigor provided by the laser scanner and the photo
quality realized by a precise image-based approach.

An example of laser scanner/image-based modeling integration is described
below. This example is derived from research aimed at developing a frescoed vault
in real size. Specifically, the example relates to the survey of a pavilion vault of the
Palazzo Roncioni in Pisa, frescoed in the eighteenth century by Giovanni Battista
Tempesti [6].

By entering some GCPs in the scene, the 3D surveys obtained from the two
methods were integrated into the same reference system. Even a quick analysis
reveals that the laser scanner geometric model shows less noise than the other
models (Fig. 9c), while that derived from images presents some problems (Fig. 9b).

Apart from the local deformations, which are due to inefficiencies of dense
matching algorithms, the model resulting from the images is fairly accurate, taking
the laser scanner model as a geometric reference and verifying it with
cloud-to-cloud comparison techniques (Fig. 10). The orientations of the images

Fig. 8 Example of orthophoto extracted from 3D model
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were properly calculated, but there are problems in the extraction of certain points
of the dense cloud.

However, if the images are correctly oriented, and these orientation parameters
refer to the same reference system in which the laser scanner survey is inserted, it is
possible to project the images captured by the image-based 3D model directly onto
the laser scanner model [19] (Fig. 11).

From this model, integrating the metric rigor of the laser scanner and the high
quality of the images properly oriented, it’s possible to produce the planar model of
the vault [3].

The real measured and modeled 3D surface deviates from the theoretical one,
which was derived from the composition of different portions of cylindrical surfaces

Fig. 9 a Textured model; b mesh model derived from images; c mesh model derived from laser
scanner survey

Fig. 10 Cloud-to-cloud comparison
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(Fig. 12). With the availability of a virtual copy of the actual area, one can develop
this instead of a synthetic model.

The final result is a flat representation of the frescoed vault that maintains the
metric rigor of the position and shape of the elements (Fig. 13), thus allowing the
production of cartons in a 1:1 scale for restoration purposes (Fig. 14).

Fig. 11 Oriented by SfM image projection on the laser scanner mesh model

Fig. 12 Actual measured and modeled 3D surface
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Fig. 13 Planar development of the frescoed vault

Fig. 14 1:1 Scale accuracy assessment
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RPAS-Based Photogrammetry

As previously mentioned, a drone is primarily a platform that allows us to reach
otherwise inaccessible points of view, without considerable logistic and economic
effort. A typical use of this system in the architectural field is represented by the
survey of building roofs.

The example [7] refers to the survey of the roof of the Church of San Miniato a
Marcianella, near Pisa, which was performed using a multicopter with a Nikon
D600 SLR camera on board (Fig. 15).

The Nikon D600 SLR can obtain a 2-mm GSD flying 20 m above the roof. It is
equipped with a full-frame 24-megapixel sensor and 50-mm fixed-focal-length
optics. In order to determine the scale of the model, the survey was inserted into a
particular reference system, and its accuracy was verified using numerous CPs
detected in the area. The resolution of the images, the accuracy of the calculation of
the orientation parameters, and the quality of the dense cloud obtained resulted in
the creation of the orthophotos of the roof in relation to a horizontal plane with a
1:20 scale plan, potentially usable for the analysis of the degradation and for the
restoration project (Fig. 16).

Fig. 15 UAV photogrammetric survey

Fig. 16 Orthophoto of the roof
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There are three important aspects of the achieved accuracy:

• Image resolution;
• Orientation parameter precision;
• Dense cloud quality.

The image resolution refers more to the photographic approach than that of
geomatics. The operator must choose an appropriate shutter speed, aperture, and
focus mode, taking into account the fact that shooting is performed with a moving
camera. The resolution is seen and evaluated in individual frames, and the level of
detail that can be analyzed on the orthophoto is then determined. The analysis of the
resolution is not sufficient. One could have an orthophoto with radiometric and
colorimetric quality that seems to represent the object, but in fact it reports the
different portions of the object in incorrect positions and sizes for the chosen scale
representation. This can occur as a result of an incorrect mesh model, which in turn
can result from incorrect alignment or poor quality of dense matching. To obtain a
good model, it is necessary to provide the coordinates of a number of GCPs that
determine the scale and the reference system of the model itself. The provision of
these GCPs can affect the overall accuracy of the model.

In the example in Fig. 17, the accuracy was evaluated by comparing the pattern
coordinates with various CPs. This comparison was repeated on different models
generated by inserting in the computation the GCPs arranged in three different

Fig. 17 Accuracy assessment in the case of various GCP distributions
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modes: only on the ground, on the ground and on the eaves, and finally adding
some points on the bell tower. From the values of the root mean square error
(RMSE), it is obvious that even if the GCPs are correctly positioned, it is possible
to create models of varying accuracy from the same processed images.

These RMSE values also highlight the fact that operators must be aware that the
resolution of an image (in this case the individual pixels represented a portion of a
2-mm object) does not provide a direct indication of the accuracy of the final model
(here it is on the order of 1 cm and in altimetry of a few centimeters). Therefore, it
is necessary to distinguish between the accuracy of the image and the orthophoto
resolution.

Conclusion

The 3D survey methodologies presented herein are currently in use thanks to the
rapid technological development that has taken place within the hardware and
software fields. The mechatronics component of the current approach to geomatics
survey is evident. As has been shown, however, it offers both advantages and
disadvantages. Among the advantages is certainly the partial automation of survey
processes and data post-processing. However, automation can actually lead to some
flaws, including a lack of awareness of the potential and realized accuracy.
Automation, especially in the post-processing phase of a photogrammetric survey,
has brought the widespread use of the 3D survey within reach of all. Even inex-
perienced operators can acquire images, which can be obtained with something as
simple as a camera phone, insert them as input in SfM software without worrying
about how they were acquired or how to provide the appropriate set of control
points, and obtain a 3D model with a few clicks. For pure qualitative analysis on a
small scale, these models may seem appropriate, but the resulting models typically
include obvious anomalies when analyzed on a large scale. One problem is that an
inexperienced operator can attribute these anomalies to a software malfunction
rather than the inappropriate raw data that was acquired. Furthermore, automation
can incorrectly suggest that the operator is not required for the design phase.

This widespread use of 3D surveys, however, is leading to the rapid generation
of spatial data, such as point cloud, mesh patterns, textured models, and BIM. It is
important that they constitute a substantial archive from the metric point of view, or
at least that one has the elements in order to evaluate the accuracy. It becomes
crucial that these 3D models are accompanied by all the metadata that describe the
genesis and validations.
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Cultural Heritage Documentation,
Analysis and Management Using Building
Information Modelling: State of the Art
and Perspectives

Filiberto Chiabrando, Vincenzo Donato, Massimiliano Lo Turco
and Cettina Santagati

Abstract This chapter presents current issues relating to the use of a building
information modelling (BIM) approach in the field of cultural heritage, which is
better known as historic-BIM (H-BIM). Technological innovation in the field of
automatic metric data acquisition (e.g., 3D laser scanning, digital photogrammetry
techniques) requires data processing to produce a coherent parametric model that is
congruent with metric survey information. Working with historical artefacts, this
process becomes very complex, because the existing tools used to support BIM
methodologies are mainly oriented towards new design interventions. From this
perspective, the aim of our research is to explore the state of the art of current data
acquisition techniques and their integration to obtain a master model, which is
defined in the literature as an “inventory BIM model”. We will analyse the different
scan-to-BIM approaches aimed at creating building object model (BOM) compo-
nents that, using different acquisition techniques to obtain geometric data, allow the
user to define the level of accuracy with which they are generated; in addition, the
integrated development of new technologies for existing management (in terms of
data enrichment of non-geometric information) will be analysed. Future research
perspectives in this field are directed toward the design of a mechatronic system that
optimizes computing systems, thus improving the efficiency and effectiveness of the
entire process, and making use of a wealth of interdisciplinary knowledge in order
to arrange a hierarchy of knowledge that can be shared with other professionals
involved in interventions for the protection of cultural heritage.
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Introduction

The development of semantically rich digital facility models, known as building
information modelling (BIM), is garnering increasing attention in the architecture,
construction, engineering and facility management (AEC/FM) community due to
their ability to enhance communication between different stakeholders involved in
the various stages1 of the building process [1].

For the past several years, most countries in northern Europe have been involved
in the widespread implementation of BIM technology, especially in the domain of
new construction. Numerous studies describe methodologies, processes, case
studies and standards in the field of BIM [2]. Examples can be drawn from
countries such as the United Kingdom [3, 4] and Scandinavian countries such as
Finland [5] and Norway [6]. Other relevant examples can be found in the United
States [7], Singapore [8], Australia [9] and Canada [10].

Like many other countries, Italy faces a challenging situation: on the one hand, it
is in the midst of a severe economic crisis, and on the other, there is a compelling
need for the management of large buildings placed in historical contexts, which are
often subject to artistic and landscape protection by the Cultural Heritage Ministry.
The recent sequence of earthquakes in Italy (Aquila 2009, Emilia 2012, Amatrice
2016, Visso 2016, Norcia 2016) demonstrates the seismic vulnerability of the entire
territory and the need to preserve and protect the historical built heritage.

In this respect, it seems clear that the efforts should be directed towards the
restoration and management of existing buildings. If we consider that many of the
historical centres of Italian towns are UNESCO sites, it is clear that the integrated
development of standards and techniques for acquisition, processing and data
integration is needed.

Cultural heritage sites and our valuable historical architectural heritage require
high-resolution 3D models in order to achieve a significant added value from their
digitalization [11]. These models are increasingly available thanks to the rapid
technological progress in the field of acquisition, methods based on laser scanners
and/or digital photogrammetry [12, 13], and several international projects such as
those promoted by the CyArk organization. However, very little research has been
undertaken to explore the advantages and criticalities of BIM methodologies in the
cultural heritage domain [14–17] in order to characterize and improve the accuracy,
precision, quality and graphic/alphanumeric representation and data enrichment in
compliance with the acquired data.

We are essentially living during one of the most significant periods of techno-
logical innovation in all of history. The most recent research perspectives in the
field of integrated survey procedures are directed towards the design of a mecha-
tronic system that optimizes computing systems, improving the efficiency and

1The latest European guidelines concerning building information modelling (BIM) (2014/24/EU)
require EU member states to adopt systems that allow the exchange of information through
interoperable platforms using open exchange file formats.
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effectiveness of the entire process and making use of a wealth of interdisciplinary
knowledge in order to structure the hierarchy of knowledge to share with other
professionals for the protection of cultural heritage (Fig. 1)2.

This chapter is structured as follows: after presenting an overview on data
acquisition, processing and integration, the chapter will deal with other relevant
issues in the field of parametric modelling and semantics, level of accuracy, data
enrichment and organization, graphic and numeric representation, and sharing
(interoperability), after which it will conclude with a discussion of future research
directions.

Data Acquisition

The digitalization of cultural heritage starts with a survey phase, the result of which
is a digital model that is a virtual replica of the object of study and is as detailed and
accurate as current technologies permit. Thus, the reverse engineering process
provides a virtually scaled model that is coherent in metric terms and enriched with
the information regarding the aesthetic appearance of the material and reflectance
properties.

The latest available technologies and methods in the field of cultural heritage 3D
data acquisition take advantage of two approaches: active sensors such as the
well-known terrestrial laser scanning (TLS), and passive methods such as digital

Fig. 1 The H-BIM process in relation to the life-cycle stages

2Elaborated on the basis of Volk et. al. [17]
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photogrammetry (close-range or UAV) that nowadays are connected with the
automatization of the computer vision approach using structure-from-motion
(SfM) techniques. In both TLS and SfM, the final output could be a coloured point
cloud, which is a metric product that can be used in the next 3D modelling phase.

TLS systems are well-known range systems that are capable of measuring the
3D coordinates of millions of points in a few seconds [18]. The acquisition strategy
is based on the use of a laser beam emitted by the instruments using one of two
main approaches for the purpose of conducting a cultural heritage survey [19].
(Note that triangulation-based scanners are not considered in this classification). In
the first approach, called time-of-flight (ToF), the distance is measured by shooting
a laser beam out to an object and measuring how long it takes for the laser beam to
bounce back. The second strategy, called phase-shift, utilizes a constant beam of
laser energy that is emitted from the scanner. The scanner then measures the phase
shift of the returning laser energy to calculate distances.

Today, with improvements in computer vision algorithms, digital photogram-
metry is a more affordable and reliable technique in architectural 3D acquisition and
processing. It provides a low-cost solution (especially packages capable of fully
automatic 3D reconstructions) against the initial investment costs for TLS equip-
ment, including instruments and processing software. Packages such as Agisoft
PhotoScan, 3D Zephyr, Pix4D, ReCap 360 and ContextCapture MicMac are able to
reconstruct a textured 3D model (point cloud and mesh) starting from an appro-
priate data set of images taken according to photogrammetric criteria.

Apart from a comparable metric precision, both techniques have singularity and
present advantages and disadvantages in accordance with objects of particular shape
and morphology.

Starting from the assumption that both techniques are able to deliver a point
cloud (i.e., the first product needed for realizing a correct 3D model that can be
input into a BIM), a comparison could be focused in terms of acquisition strategy,
time for data processing, accuracy and cost.

The first step for both the techniques is the acquisition project. This part is
planned according to the shape of the object and needs to be realized following
several criteria that can be summarized from the TLS acquisition:

• Overlaps of adjacent scans need to be greater than 30%.
• Scan density, which is connected to the type of laser used and the minimum

detail acquired, needs to be represented.
• Angle of incidence is needed; this is related to the distance between the laser and

the acquired object and to the orientation angle.

On the other hand, the photogrammetric acquisition rules for point cloud gen-
eration could be summarized as following:

• Overlaps between images should be more than 80%.
• Normal and convergent acquisition at different distances.
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• Evaluation of the ground sample distance (GSD)3 according to the scale of the
final representation.

The next step relates to data processing: extracting the final point cloud using the
TLS is not computationally expensive because the instrument needs to acquire the
3D coordinates derived from the images. Data processing using the photogram-
metric approach, on the contrary, is very time-consuming, since it utilizes a dense
cloud production, especially if is performed at a high level of detail, which requires
a large amount of computational time.

In terms of accuracy, it is important to note that both techniques for obtaining
metric products need to be joined with traditional total station survey in order to
reference the acquired object. This is then used to correctly perform the bundle
block adjustment in the photogrammetric process and to evaluate the final point
clouds using the measured point as ground truth (i.e., checkpoints). According to
several studies, point clouds achieved by the photogrammetric process are com-
parable to those surveyed by laser scanner [20–25]. With laser scanning, the
sharpness of the edges of the point clouds is better preserved than in those auto-
matically obtained with digital photogrammetry algorithms, which suffer from a
certain smoothness. Moreover, SfM packages often tend to automatically fill the
holes in the point cloud by introducing additional geometry (which theoretically
corresponds to the occlusion parts in laser scanning models); these must be deleted
from the model to avoid confusion during the 3D modelling phase.

Finally, we should address the cost of both systems. The TLS is not a low-cost
instrument, whereas the photogrammetric approach is supported by the open source
community (several open source software applications for point cloud generation
are available today), and is thus cost-efficient. For these reasons, photogrammetric
techniques are now more often used for survey architectural elements and details
(doors, capitals, plasters, frames) that can be represented with sufficient resolution
and accuracy.

Data Processing and Integration

The first result of a survey campaign using TLS is the collection of a certain number
of scans, each containing millions of measured points. After the point clouds are
acquired, they have to be processed for use in 3D modelling.

The processing steps are well known, and the procedure is quite straightforward.

3GSD = [pixel size * H]/f, where the pixel size is the dimension of the pixel on the sensor, H is the
distance between the camera and the object, and f is the focal length. The common software for
data processing are able to extract at a higher level a point each pixel.

Cultural Heritage Documentation, Analysis and Management … 185



www.manaraa.com

The first step of the process consists in the following:

• Point-cloud colouring.
• Scan registration.
• Georeferencing/referencing (according to the reference system used).
• Filtering/export of data (interoperable file).

This approach is actually carried out using the software delivered by the scanner
and, with minimal differences, is the same for all the main scanner manufacturers.
Point-cloud colouring is the first step that assigns an RGB value to each measured
point. The RGB values are extracted from the images acquired by the camera
coupled to the TLS. Typically, the camera is embedded in the instruments, and only
a few instruments (e.g., Riegl) use a camera mounted on the top of the device.
Using an external camera, it is possible to obtain images with a higher resolution
compared to the camera mounted in the instrument, yet only the
high-dynamic-range (HDR) sensors inserted in the new TLS (such as the Faro
Focus 3D or the Z + F IMAGER 5010C) can acquire images with a resolution
compared to the external one. The scan registration merges multiple images to a
common point cloud, and here it is possible to follow two paths: registration based
on the shape of the object using an iterative closest point (ICP) approach [26, 27],
or registration using the marker positioned on the object.

With the ICP approach, it is important to insert some markers as well, since these
are important (but not compulsory, as it is possible to use natural points) for the
next step of georeferencing the registered point clouds.

To do this, a topographic network is first created that defines the reference
system. Starting from the known points, a side-shot approach is used to measure the
markers for scan georeferencing.

Naturally, it is possible to use these points to evaluate the accuracy of the
registration phase and to obtain a better optimization of the process. The overall
model is composed of multiple overlapping point clouds, which represents the first
material and a geometric description of the analysed building. Nevertheless, it has
to be considered a discrete model, a numerical sampling of 3D points derived from
the object; even if it is a dense point cloud, it does not necessarily mathematically
describe all of the targeted surfaces.

On the other hand, the photogrammetric workflow (using the SfM approach)
consists of the following steps:

• Tie-point extraction (using SIFT or similar algorithms [28, 29]).
• Image orientation—relative orientation.
• Markers (used as ground control points); the measured points are placed on the

images where are visible).
• Adjustment, absolute orientation and camera calibration [30, 31].
• Dense cloud generation [32].
• 2D and 3D model realization.
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It is important to underscore at this step that in both of the methodologies, the
use of measured markers is preferred in order to control the accuracy of the
achieved products and to allow a complete integration, since the final outputs are in
a common reference system.

As a general rule, the simplest way to obtain traditional representations
(orthophotos) associated with the chromatic information, consists of extracting a
triangular mesh. Then, the corresponding image needs to be calibrated and pro-
jected on that mesh in order to achieve a textured model.

The creation of the mesh can be achieved using different processing software.
The procedure can follow two paths: the first one consists of the creation of a highly
defined mesh, which, however, does not take into account the morphological
characteristics of the surfaces; the second process can be used to create an intelli-
gent mesh whose generative algorithms refer to the calculation of angular discon-
tinuities according to the thresholds defined by the user.

The textured mesh models, however, present a number of issues—for example,
they require a large file size. This is directly related to the resolution and accuracy
of the point clouds. There are several techniques available to achieve “lean” digital
models, such as the decimation of the mesh [33] or its re-topology (that is,
rebuilding an existing mesh with more or less the same volume and shape but with a
different mesh layout) by using sub-displaced modelling [34–36]. Using this
method, these models can also be used for both online or desktop interactive
visualization [37].

Another relevant issue is related to the correct geometric description of the
generated surfaces. Although it is possible to obtain very high-resolution mesh, it
lacks any kind of information before the critical interpretation.

The primary step is to semantically subdivide the point cloud and to identify and
classify each building (or building element) according to a shared ontology of
historical buildings that defines the hierarchies between the whole and its parts.
Point clouds can be subdivided according to several levels of detail that are
coherent with rules of architectural representation at different scales and could be
resampled in relation to the requested level of detail of the project.4

Parametric Modelling and Semantics

Accurate and detailed instrumental metric acquisition of data and their subsequent
integration (occlusion areas) generate a database that visually represents the
involucres of the acquired surfaces. However, such information has no intelligence
until it is semantically interpreted and geometrically parameterized.

4For example, the wall component (whenever it is not necessary to describe their conservation
status) could be resampled with a step of 2 cm, while details in doorways or windows could
maintain high resolution.
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Scientific reports about the restitution process in a BIM environment applied to
cultural heritage can follow different procedures.

Interesting work has been conducted by Armeni et al. on semantic automatic
recognition in a point cloud [38]. Through complex algorithms that interpret the
statistical presence of a point in a particular alignment, the software can identify the
separation of spaces and automatically recognize objects.5

In any case, this historical architecture knowledge-based approach is funda-
mental for recognizing single architectural components, and the understanding of
their links and relationships with the whole architectural building is crucial for
achieving a proper classification and semantic decomposition of the architectural
elements and the different components/details that form them.

One very interesting approach is the use of historical treatises (e.g., Palladio’s),
where this semantic decomposition is well structured and explained. This procedure
can be used to move from the general to the specific and vice versa using
knowledge about the relations between the parts. It is thus possible to create a
library of profiles and components for adaptation and reuse in other projects [39–
42]. Another possibility is based on the direct interpretation of survey data, once
again recognizing and identifying the architectural components through their crit-
ical interpretation (geometric analysis of typical shapes, compositional rules,
positioning and orientation constraints) to formalize the semantic structure and
make it explicit in an analytical parametrized language. Furthermore, keeping in
mind the goal to create a library of shared and reusable architectural components, a
formal and typological classification is needed in order to detect the regulatory
rules, invariants and the variation in the architectural style [11, 43, 44].

However, not all architectural components (e.g., vaults or irregular components)
can be correctly modelled into commercial platforms [45]. In this case, a great
support for achieving this goal could be given by shape grammar and procedural
modelling, which requires significant computer science competence [46]; another
possibility is to use reverse modelling software to create a non-uniform rational
basis spline (NURBS) surface and them import that surface into the BIM platform
[47, 48].

“Reasoning” for architectural components means to carry out “local” modelling
to create semantic-aware libraries; otherwise, in a “global” modelling approach,
each modelled element is directly referred to the point cloud.

Therefore, “global” modelling requires the referencing of the point cloud into a
unique coordinate system; thus there will be a direct correspondence between the
topographic environment reference system of the geometric database (point cloud)
and the reference system used for parametric modelling.

“Local” modelling does not require knowing that relationship, but it is necessary
that the cropped point cloud is aligned with the reference planes used for modelling
of the component.

5More information could be found at: http://buildingparser.stanford.edu/method.html.
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The global modelling (Fig. 2)6 approach is usually preferred to overcome the
difficulty in using point clouds within a commercial platform library interface (e.g.,
the Revit family). Over the past few years, several plug-ins (e.g., Cloudworks,
PointSense, PointCab4Revit, Scan2BIM) have been released and can manage point
clouds in both a project interface and a single-component creation interface. These
plug-ins can easily extract x-ray orthoviews from the point cloud to crop and
segment the point cloud in real time. They can also measure the deviation between
the point cloud and the 3D-modelled geometry. This way, both the modelling and
assessment phases are facilitated.

A second distinction allows us to reflect on a different approach arising from the
experiences of several research groups who investigated H-BIM: assuming that 3D
geometric parametric modelling of architectural elements is time-consuming,
should an object in an H-BIM be geometrically parametric or not? What seems to
be a provocation actually underscores a different approach to the issue of modelling
existing artefacts (or reduced portions).

A rigorous approach [47] assumes flexibility and reusability of the different
components using the geometric parameterization of dimensions, relationships
typical of systemic and cross-parameterization operations. But is it always useful?
There are many unique pieces in classical architecture that do not require such
flexibility. This is the case with several decorations that depict anthropomorphic
and zoomorphic elements: altars. Or again, we refer to existing elements that do not
find their correct categorization for some building component reverse modelling, as
in the case of extremely irregular-surfaces vaults.

Fig. 2 H-BIM of Poggio Rusco Church (Mantua–Italy)

6The H-BIM model is part of a research study conducted at University of Florence. The research
group is composed by the following: Biagini C., Capone P., Donato V. and Facchini N. In
particular, the H-BIM model was developed as part of a master’s thesis by Nora Facchini [49].
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These are the best samples to demonstrate the added value of new BIM
approaches, dealing with the implementation of the alphanumeric component and
going beyond the typical static nature of those particular geometric conformations.
In this respect, the international guidelines and standards define a clear distinction
between graphic content and a minimum level of reliability of the information
associated to the modelled components. This distinction can be applied to the
project related to the surveyed elements, as described in the following paragraph.

Measuring the Level of Accuracy

In the architectural survey field, the geometric accuracy of digital models refers to
the assessment of the deviation between the real model and its virtual representa-
tion. For a BIM model, the process is conducted by measuring the deviation that the
H-BIM models, and in particular of BOMs, has in relation to the survey data
(Figs. 3 and 4) [11, 49, 50].

However, it is possible to refer to another type of level of accuracy, which is
perhaps less intuitive, that takes into account the cognitive factors of an object. If
we consider the structural analysis of a historical masonry, for instance, the veri-
fication is calibrated through a “confidence factor” that allows one to overestimate
the forces in the case of missing information. For each case, it is possible to classify
the artefact and to associate a particular mechanical characteristic. In that sense, the
confidence factor can be amplified or reduced without using an invasive procedure
that could irreversibly harm the historical masonry. Therefore, it refers to the
quantification of the levels of accuracy of the knowledge directly linked to the
virtual elements.

Fig. 3 Point cloud comparison with a historical building object model (H-BOM)
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Considering the level of geometric accuracy related to the architectural survey,
the references provided by regulations and international standards are very poor
[17]. An example of level of accuracy definition was set in 2012 from COBIM2012
—series 2 [51]. In this document, the authors establish the concept of an Inven-
tory BIM model, and the level of accuracy is defined as follows:

Accuracy levels of Inventory model—Requirement—The structures of old buildings are
almost always somewhat slanted, sloping, curved or otherwise inexact in their geometry.
Striving for “absolute” accuracy in the Inventory model is not appropriate […]. The
allowed measurement deviations for the Inventory model are: 10 mm on corner points of
building elements, 25 mm on surfaces, e.g. walls and floors, 50 mm for old irregular
structures such as roof structures.

Therefore, the definition of the level of accuracy is mainly related to “geometric”
requirements, according to the inventory BIM rules. This definition does not take
into account particular instances of simplified graphic detail associated with specific
H-BIM models used in facility management (FM) or energy analysis.

It has to do with the old dilemma of the “representation scale” of the 3D model,
partly overtaken in the BIM environment, considering the different levels of detail.
It is therefore evident that according to the different uses of a BIM model [52], we
can associate a different level of accuracy.

An interesting approach that could associate a level of accuracy in accordance
with possible workflow for an H-BIM was elaborated on the basis of guidelines
provided by Penn State University [52, 53]. The work individuates 25 “BIM uses”,
organized by design development phase. BIM uses are categorized into five primary
purposes: gathering, generating, analysing, communicating and realizing.

Although the document is complex, no references are available in terms of the
accuracy of the metrics and the level of development (LoD), which are explained

Fig. 4 Sample of point cloud
deviation for a building object
model (H-BOM)
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later. In our opinion, an effort can be made to identify the relationship between
H-BIM’s uses and accuracy because, actually, there is no reference on the existing
building topic. A first attempt was proposed in the work of Biagini and Donato [11].

Another international work that deals with the level of accuracy is the GSA
document, volume 3 [54]. In Sect. 2.3 (“Types of Deliverables from 3D Data”) and
Table 2, tolerance as a function of deliverables is reported. Moreover, in the doc-
ument, the definition of “tolerance” in relation to the BIM model is:

the allowable dimensional deviation in the deliverable from truth (…). Some examples of
tolerances are: (1) Point cloud: the distance between two points in a point cloud as com-
pared to the true distance between the same two points in the actual scene should be less
than or equal to the specified tolerance, (2) Plan: the difference between the length of a wall
length in a 2D plan and the actual wall length should be less than the specified tolerance
[[54] p. 5–6].

An elaboration of international and local standards is missing and must be
implemented. In this regard, the work group UNI/CT 033/GL 05 of the Italian
Organization for Standardization (UNI) is processing documents on the LoD of
historical buildings, in particular with reference to the UNI-11337 that will integrate
and propose the addition of sections for the restoration and renewal of historical and
monumental buildings.

In short, the level of accuracy related to the BIM environment plays a more
meaningful role today than in the past. While the cultural heritage is known, more
complete (accurate) representations are present in the database associated with
polyhedral shapes analysed below.

Data Enrichment and Organization

The survey acquisition phase should be followed by the implementation of the
informative apparatus, the data of which are extremely heterogeneous. The digi-
talization of all these data will allow the creation of a database associated with the
surveyed elements. Therefore, the survey is an integral process of metric surveys,
whose final purpose is the representation and documentation of an existing build-
ing. It takes into account several kinds of documents, including archival, photo-
graphic, previous surveys, dimensioned sketches, material analysis, degradation
phenomena analysis and representation (Fig. 5).

We are currently living during a time characterized by numerous technological
advancements, especially with regard to architectural survey and design fields. In
any case, the statements derived from reference legislation and treaties still remain
valid. The introduction of the new BIM methodologies in the construction process
also includes surveying and the use of surveys in the field of cultural heritage. In
contrast to what has been done in the past, this process allows the creation of a
unique database that holds both geometric and non-geometric information, which is
implementable and freely accessible.
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Importantly, an architectural survey is an operation that is not only connected to
what one sees, such as the “skin” of the building, but a more complex operation
consisting in the retrieval of archival sources, through which it is possible to retrace
the building techniques of the time in order to understand the transformations that
the artefact has undergone.

The organization of archival sources under a common umbrella that relates them
to the main features of a building and to other possible information, such as his-
torical or current pictures, helps the work of historians or restorers. Indeed, they can
investigate the reason for the project and can carry out simulations on possible
hypotheses. All of this can occur in a unique environment that holds all the
information on the object of study, organized according to common taxonomies.

Considering the specific field of restoration, information assets can be integrated
by analysing materials and related evaluations that record the graphic and numeric
representation of different decay phenomena. This allows the researcher to simul-
taneously identify the causes, extensions and description of the proposed
interventions.

Another relevant topic is the integration of geometric information with the
internal stratigraphy of architectural elements. Data can be acquired using sophis-
ticated non-invasive techniques, most of which (e.g., acoustic, electromagnetic) can
highlight discontinuity in the walls, historical vault, lacunar and ceilings. Never-
theless, while useful, some of these techniques are very costly, and sometimes the
recognition of the element the association of the typological historical element
derived from historical manuals could accurately predict the internal composition.

Taking into account the above considerations, it can be assumed that a BIM
approach to cultural heritage acts as a mechatronic hinge among all the involved
disciplines, for the following reasons:

Fig. 5 Dimensioned sketches and related picture
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• It allows the optimization of computing systems, thus improving the efficiency
and effectiveness of the entire process.

• It makes use of interdisciplinary knowledge that enables the researcher to
organize the hierarchical levels of knowledge to share with the professionals
involved, for future interventions and for the protection of cultural heritage.

The latest studies (applications) conducted in the restoration field further develop
this relationship by bidirectionally relating graphic design and information. The
most well-established procedures provide the explanation of different decay pro-
cesses through the overlapping of 2D patterns. This type of representation is typ-
ically done directly using drawings, which are orthogonal projections. If the object
of study is characterized by curved surfaces (e.g., walls, vaulted surfaces), this
information will not be an accurate representation. Working on a 3D textured model
(i.e., a textured mesh), this issue can be overcome because the mapping is done
directly on 3D surfaces, and the computed quantities are correct.

Another issue deals with the difficulty in associating parameters to detailed 2D
representations. In the parametric modelling environment, it is possible to use
adaptive 3D components that are able to adhere to each surface and, at the same
time, to record non-geometric information (e.g., date, author of the surveying,
assembled system and degraded finishing material, ID code and description of the
proposed interventions).

After data acquisition and management, in terms of processing and data orga-
nization, the representation phase can be deeply examined (Fig. 6).

Graphic and Alphanumeric Representation

As is well known, the BIM platform allows the association of multiple data to a
single virtual component. A first group controls the graphic content, and interna-
tional guidelines identify the grade level for managing the graphic representation of
building components in orthogonal projection and spatial views, which are con-
gruent with different levels of detail.

A second group concerns alphanumeric data: the international standard identifies
the LoD [55] parameter as the degree of reliability of information that can be
expected from data contained in the digital model.

Regarding the graphic views associated with different levels of detail, it is
possible to base the modelling procedure on dimensioned sketches drawn during
the survey, which are consistent with the different representation scales and con-
sistent with the main representation scale used for architectural drawings (Fig. 7).

From a purely graphic point of view, the resolution degrees of the identified
models can be divided into the following grades:

• Grade 0 (G0), Schematic: at this level, a symbolic or schematic drawing is given
in two dimensions and out of scale (e.g., the typical symbols of plan devices).
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Fig. 7 Grade levels applied to a historical building object model (H-BOM)

Fig. 6 Semantic subdivision in H-BOM and overlapped information for the restoration
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• Grade 1 (G1), Concept: this is a 3D depiction with the minimum possible detail.
There are no associated metric components, and the depiction has approximate
dimensions. The model scale is variable according to the represented object,
between 1:500 and 1:200/1:100 scale.

• Grade 2 (G2), Defined: this is a 3D model with a good level of detail, sufficient
to identify its topological, formal and dimensional characteristics. Also, some of
the metric characteristics are presented. It can contain 2D detail drawings and
can include complete metadata and data. The model scale is variable according
to the represented object, between 1:50 and 1:20 scale.

• Grade 3 (G3), Rendered: this is a 3D model that is equal to that in grade 2 in
terms of technical and informative aspects, but it contains much more accurate
graphic features and a photorealistic representation.

From the definitions above, it is easy to understand that the different values of
grades are strictly based on the design development and represent increasing gra-
phic detail. In the case of the survey of cultural heritage—particularly regarding the
purposes for which the work is intended—the accuracy of acquisition will be
defined, as will the so-called graphic error and related iconographic/symbolic
graphic choices, depending on the chosen representation scale. As a consequence,
for these specific purposes, the schematic level (grade 0) is not very useful, nor is
the grade 3 level, which is often not considered within the set of conventional
outputs. The choice related to which parts must be represented in the conventional
orthogonal projection, rather than modelled in three dimensions, becomes an
essential issue. In fact, only 3D components can be linked to the specific infor-
mative content that is congruent with the nature and diversity of the data found.

Regarding the LoD specification, such classifications are useful for new building
interventions, where the measurement of the LoD is usually based on economic,
topological, construction and maintenance information. In the case of interventions
on historical buildings, other variables should be included for critical analysis of the
richness of the information available; this can be done to measure the reliability
degree of the survey. A more complete survey affords a greater opportunity to
integrate the various stakeholders who participated in the study.

This procedure includes the retrieval of design archives, state-of-the-art photos,
metric survey techniques and degradation surveys. Through the creation of shared
parameters (usable for multiple types of components and on several projects), we
are able to relate new data to the element detected. The added information can then
be incorporated into the model through labels, schedules or thematic views.

Sharing

As for interventions on new construction, H-BIM modelling aims to support the
management of a life-cycle process that is of high quality, efficient, safe and in
compliance with sustainable development goals. Building information models (and
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components) can be used throughout the life cycle of the building, starting from the
initial design and continuing even during use and facility management (FM) after
the construction project is concluded by COBIM2012 [5].

One of the main advantages in using the BIM technology that has not yet been
fully explored is the ability to share information among several stakeholders in the
design process in order to avoid useless overlapping of information.

The need has therefore arisen to facilitate effective exchanges of information
between various software applications by defining standards for sharing data.

Establishing a data archive that gathers all project information in a single inte-
grated project database (IPDB) represents the ideal platform for integration and
interaction among the key players in the design phase, thus rationalizing and
structuring the process of consulting and subsequently reusing the data needed to
describe the building design.

Each data transfer inevitably involves duplication of information, risk of error
and thus loss of time. The quest for software interoperability attempts to remove
these obstacles in order to enable the individual players in the various stages of the
complex design process to share and exchange data automatically. Information
exchange is a necessary condition for achieving an exchange of knowledge,
because information, to become operational, needs to be interpreted.

Rather than interoperability between software, we choose to discuss semantic
interoperability [56], which can be defined as the process that enables software
applications or user systems to interpret the meaning of the information exchanged.
The ability to manage semantic heterogeneity currently represents a key challenge
for information systems integration.

The difficulty is that the meaning changes according to the context and the stage
in the process, and various specialist domains have different design requirements,
which give rise to different information models. Intuitive and customizable pro-
cesses thus must be established for handling and editing the data, including its
operational meaning [57].

From an information technology (IT) perspective, exchanges are possible both
directly and through appropriate formats (proprietary and not). The Industry
Foundation Classes (IFC) standard is a class of building data model (BDM); it is
specifically developed for the construction industry and is not proprietary. There-
fore, it tends to represent a certain set of objects commonly used in the building
world.

Horizontal interoperability can be described as the ability to exchange infor-
mation between platforms that explore the same themes; vertical interoperability,
which is certainly more complex, can be achieved when sharing data can be referred
to software that integrates their knowledge using a multidisciplinary approach.

The exchanges of data between the source and the receiving software and the
interoperability of BIM products at different phases are still limited due to
incomplete or ambiguous translations [45]. Most of the applications are still limited
to research and academic communities [58].

One-way interfaces are often used to connect the BIM methodology to expert
applications, even if it has been considered a real added value to the process, as in
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some case histories related to the finite element analysis modelling (FEM) approach
to complex historical buildings [46, 48].

We also cite the International Framework for Dictionaries (IFD) [59], defined in
ISO 12006-3 [37]—then renamed in the building SMART Data Dictionary (bSDD)
—as a terminology standard for BIM libraries and ontologies [17]. It is an
object-oriented database of multilingual terms that define concepts used in the
construction industry and their respective IFC characteristics, such as denotations of
objects, parts, attributes, units or values [60].

While information and data exchange is destined to shortly reach a reasonable
level of interoperability among machines, the interpretation and understanding of
designers remains latent, which ultimately reduces their exchange of knowledge.

Conclusion

It is clear that the current interest in BIM technology has increased the demand for
digital representation techniques in the construction industry. Photogrammetry and
laser scanning can make a remarkable contribution to the development of inter-
operable BIM, where the geometric component must be integrated with data sur-
veys. Some reviews [1, 17, 61] have demonstrated satisfactory results for modern
buildings, but in the case of cultural heritage buildings, this claim is not well
adapted [62]. This essay focuses on enriching the 3D model from the early stages of
data collection and segmentation.

This task will require new advanced manual, semi-automatic and fully auto-
mated solutions to create tools for as-built BIM creation.

Therefore, it is important to establish methodologies for performance evaluation;
currently, no standard evaluation metrics have been established for as-built BIM
creation [1].

The term “measurability” has multiple meanings. If the geometric meaning is
obviously established and repeatedly mentioned in different documents that fully
define the different metric detection operations, the same cannot be said for the
ontological meaning, which is intended as a quantitative enhancement of the reli-
ability of a survey.

Future tests will likely lead to the preparation of the intervention protocols
replicable on a large scale, evaluating the possibilities of a critical mediation
between the Italian public works laws and specification of LoD and the graphic
detail (GRADE) by applying them to the themes of architectural heritage to develop
proposals to measure their pertinence [63].

This essay has described research related to improving the efficiency and
effectiveness of more conventional procedures. The final model synthesizes the
information, which is usually fragmented (primarily because it belongs to different
representations), and enriches it with new methods of analysis and management of
data. This opens up the possibility for new scenarios of “knowledge” [44], par-
ticularly regarding the restoration and preservation of built architectural heritage,
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but also for the dissemination and enhancement of the historical architecture. In this
regard, taking into account the statements of the European Charter of Architectural
Heritage, the cultural asset is defined as “an irreplaceable expression of the diversity
of cultures”, and the aim of conservation disciplines is to “preserve the aesthetics
and value of the monument” [64]. Indeed, the elements that constitute historical
architecture are not only physical artefacts, but hold intangible value, based on
highly integrated approaches of programmed preservation [45].

The EU INCEPTION project, funded under H2020 call Reflective 7–Advanced
3D modelling, is related to this. Among the many objectives of this project is the
development of an open-standard Semantic Web platform for accessing, processing
and sharing interoperable digital models resulting from 3D survey and data capture.

Therefore, one must imagine an evolutionary route that begins with building
information modelling an information model that implicitly contains very hetero-
geneous data. This process is characterized by the following: survey, thematic
analysis, maintenance relating to the building, and venturing out towards a possible
building knowledge model [56, 65]. Therefore, this process is intended to be used to
gain knowledge concerning the building structure.

A true cultural step forward must be made in the future, and technology based on
human cognitive and communication processes should be used. Intuitive and cus-
tomizable methods will be important in moving from information to knowledge.

Authors Contribution The paragraphs Introduction and conclusion are written by
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3D Survey Systems and Digital
Simulations for Structural Monitoring
of Rooms at the Uffizi Museum in Florence

Sandro Parrinello and Sara Porzilli

Abstract This article presents research activities conducted on several rooms as
part of the extension project of the Grandi Uffizi Museum in Florence (Italy). The
research addresses survey methods for monitoring the static performance and
evaluating the structural plastic deformations of vaulted systems and architectural
elements, mostly subjected to structural reinforcements. In order to achieve positive
results, the most appropriate 2D and 3D graphic representation methods have been
identified, to enable the realization of detailed, technical documents. Laser scanner
survey activities have been executed along with photo-modeling and extensive
photographic documentation, crucial for the operations of photogrammetry and
photomapping reconstructions. Post-production and data processing steps have
produced substantial documentation of graphic materials through the development
of floor plans, detailed measurements of series of sections, photomap reconstruc-
tions and 3D simulations. The thrust of the innovative research deals with the
development of 3D computational models by implementing and refining reverse
engineering processes for the simulating the static performance and plastic defor-
mations that overlap the various stages of each investigation. These monitoring
techniques have made it possible to determine the effect of the consolidation
interventions operated, through a progressive implementation of the point cloud.
The opportunity to follow the construction site from 2010 until now has contributed
significantly to the enhancement and refinement of these detection and represen-
tation techniques, enabling the development of new operational methods with
higher metric reliability to support the activities that such a sophisticated con-
struction site as the Grandi Uffizi in Florence represents.
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Introduction

This contribution presents the key results obtained from digital surveys conducted
on several rooms of the Uffizi Museum in Florence (Fig. 1), primarily as a result of
the significant rearrangement of the exhibition spaces over the past few years.
A detailed structural analysis provides us an understanding of the static situation
and allows us to expand the consolidation project whenever necessary [2].

The research project is carried out in partnership with the institutions (Fig. 2)
primarily responsible for the construction works related to the extension of the
exhibition areas within the Uffizi Museum.1 Because of this fruitful collaboration,
which started in 2010 and is still active, it has been possible to carry out several
analyses and investigations in support of the technicians and specialists involved in
the construction work. From a scientific point of view, this experience has enabled
the development of important experiments for the advancement of innovative 3D
digital survey methods specifically devoted to the structural monitoring of historical
architecture. The historical, artistic and architectural context in which this research

Fig. 1 Laser scanner survey activities in the museum complex of the Uffizi

1The activities were conducted through a specific agreement with the Department of Civil Engi-
neering and Architecture of the University of Pavia. Project Scientific Coordinator: Prof. Arch.
Sandro Parrinello. Technical coordinator of the project: PhD Arch. Sara Porzilli. Promoting
Institutions for the survey and documentation activities: “CCC Consorzio Cooperative, Costru-
zioni, Imprese esecutrici CMSA Soc. Cop.”, “MiBACT Soprintendenza Belle Arti e Paesaggio per
le province di Firenze, Pistoia e Prato” (MiBACT Superintendency of Fine Arts Academy and
Landscape for the provinces of Florence, Pistoia and Prato), “Soprintendenza per la Tutela e
valorizzazione beni architettonici, paesaggistici, archeologici, storico-artistici ed etnoantropologici
per le province di Firenze, Prato e Pistoia” (Superintendence for the Protection and Valorization of
architectural, landscape, archaeological, historical, artistic and ethno-anthropological Heritage to
the provinces of Florence, Prato and Pistoia).
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has been executed represents a key aspect that has made this such a fascinating and
compelling experience, engendering professional passion. The Uffizi Gallery is part
of the Italian cultural heritage, not only for its priceless paintings and sculptures, but
also for the significance of the building itself, which, together with the city of
Florence, is a designated UNESCO World Heritage sites [5]. In this context, mon-
itoring through laser scanner surveys has been carried out with the goal of obtaining
detailed morphological analysis with higher metric reliability. This activity has
enabled technicians and experts to design more efficient intervention strategies based
on detailed documentation. This includes diagnostic analysis, structural inspections
of static structures, planning of improved safety measuring activities for each room,
restoration and structural consolidation, design of plant facilities, technical corridors
and platforms for maintenance and inspection activities.

Fig. 2 Scheme showing the institutions primarily involved in the promotion and execution of the
process. Survey activities carried out by the research team have produced extensive documentation
used by several authorities and for different purposes
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Research Approach and Development of Operational
Methodologies

In order to obtain documentation with high metric reliability, it was necessary to
carry out careful planning of all the survey phases (Fig. 3). Due to the complexity
of the rooms, as well as their partial accessibility and usability, the survey and
photogrammetric data acquisition have relied on reconnoiter surveys and analysis to
establish the most strategic locations and methods for instrument placement
(Fig. 4).

During the preliminary phase, it was important to define the most appropriate
methodologies for achieving the objectives, through the development of operational
schemes on which to affix notes and planned on site activities, to identify all the
different data typologies obtained and to understand the achievable results [3].

Fig. 3 An integrated research project requires detailed organization of the different activities
carried out. By using schemes and diagrams it is possible to develop suitable solutions for
achieving the best results from each work operation
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The second fundamental aspect was the identification of the most appropriate
schedule through which to carry out the periodic monitoring scans for obtaining the
most relevant data. The elaboration of this information has made it possible to
increase the process facilities on the condition of the architectural elements using
comparisons and elaborated overlaying data documents.

Analysis and survey activities produce a large volume of updated documenta-
tion, characterized by the different data typologies:

• Metric databases (point clouds) obtained from laser scanner survey;
• Vector bidimensional drawings obtained from the elaboration of the point

clouds—in particular, general plans, vertical and horizontal sections, progres-
sive sections, comparisons of the data obtained during the different detection
phases with dimensioning of the height differences;

• Three-dimensional models obtained through the elaboration of the point clouds
with overlapping of the different steps to understand the minimum movements

Fig. 4 Laser detection scheme for defining the instrumental path

3D Survey Systems and Digital Simulations … 207



www.manaraa.com

of the structures and for the static assessment of floors, vaults and wooden
structures.

Alongside the technical-operational aspect, this experience has also involved a
theoretical and an academic approach for the advancement of the new integrated
digital survey systems and for increasing the 2D and 3D post-production methods
in order to obtain the newest and most up-to-date procedures for systematic anal-
ysis. The fruitful synergy between technicians and professional experts and man-
agers from the university has added value to the research experience, thus
increasing our positive results.

The Integrated Survey Project

The most complex aspect of this research has been the ability to perform a laser
scanner survey from which all the architectural structures were described com-
pletely, obtaining a full survey and investigation of all the extrados and intrados
environments and surfaces of all the vaulted rooms, wooden structures, and hori-
zontal and vertical architectural elements (Fig. 5). During the preliminary planning
of the survey, it was important to set the laser scanner stations and all the survey
activities. The purpose of this phase was not only to identify the best means of
understanding the morphological complexity of the building, but also to perform
the activity without disruption to the museum. Survey activities covered additional
areas around the main survey topic in order to elaborate the triangulation of the
points and the closing of polygonal paths, which were necessary steps for the final
evaluation and for error compensation (Fig. 6). The survey generated a complete
and accurate description in all parts of the masonry floors, the vaulted ceilings, the
roofs, the wooden structures with trusses, and the trellis coatings.

Similar to that for the walls and the vertical elements, all aspects of the metric
description were complete due to the detection of the architectural elements in their
entirety (Fig. 7). The system of laser scanner stations with the polygonal reference
used for connecting rooms located on different levels defined a complex structure of
relations between the target system and the detected areas (Fig. 8).

Certain rooms of the museum were covered by the investigation so that it was
possible to obtain the necessary amount of data for verification of survey correct-
ness and metric reliability. For these reasons, this integrated survey project was
initiated, with the use of various detection methods simultaneously, which differed
not only in the instruments used but also the results achieved. Three-dimensional
laser scanning was the methodology most widely adopted for the detection of the
environments under investigation. The laser scans were always carried out at a high
resolution in order to simultaneously acquire both the constructive details, defor-
mations and chromatic alterations (deduced from the reflectance value of each
different surface), and the targets located at considerable distances (Figs. 9 and 10).
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A final aspect, of no less importance, was the ability to manage the instruments
(e.g., initiating the scans, monitoring the scanning stages) using wireless remote
control. This was particularly important for the management of the scan activities in
partially stable environments, such as ladders, scaffoldings and trellis coatings.
Oscillation and vibrations produced during instrument installation are detrimental to
scan quality. Therefore, under these circumstances, scanning was controlled via a
tablet connected to the laser scanner instrument once these disturbances had ceased.

High definition is needed not only to facilitate the redrawing of the architectural
elements and = the many decorative elements present, but also to enable a very
high level of metric accuracy for measuring the horizontal and vertical bearing
structures and their deformations (Fig. 11). For these structures, it facilitated the

Fig. 5 Graphic representations related to the different types of polygonal designs for the laser
scanning survey. The most complex aspect of the survey activities was the need to connect
extrados and intrados rooms with the highest metric reliability

Fig. 6 Reference system with fixed targets for the registration of point clouds
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development of a monitoring system for verification of the stability of complex
structures with increased deformations (Figs. 12 and 13).

In some cases, the morphological complexity of the environment required the
integration of data obtained from laser scanner survey by performing photo-
modeling analysis. From this activity, we developed three-dimensional models of
portions of environments investigated directly, thanks to intensive and detailed
photographic campaigns using specific software dedicated to this type of function
(Fig. 14).

In order to perform periodical monitoring at the worksite, it was vital to place
specific “cornerstones points”, consisting of targets strongly anchored to the
architectural structures, as this made it possible to report each measurement in the
general coordinate system adopted for the whole 3D laser scanner survey (Fig. 15).

Verification of the monitoring was then defined by comparing the three-
dimensional databases produced by the laser survey in the same reference system.
Each group of points with spatial coordinates belonging to the same acquisition
campaign was associated with a specific surface. This made it possible to assess
more clearly the detachment or the interpenetration that, within a certain tolerance
scheme, appeared between the different models and the original surface of the first

Fig. 7 Views of point clouds of the museum access staircase; the survey was conducted for study
of the vault
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detection. The positioning of the pillars constituted the most delicate phase for all
the detected environments. Through this activity, it was possible to validate and
define the success of the morphological survey, as it allowed us to execute overlaps
and three-dimensional comparisons that otherwise would not have been possible to
quantify. The network of points constituted by the system of targets represents the
geometric platform on which all the stages of monitoring are fixed, and it gives
form to a digital archive of metric information that relates to the same reference

Fig. 8 Section of the point cloud where it is possible to see the cutting action of a wall placed
over a vaulted ceiling; the survey was conducted to analyze the micro displacement of the ceiling
once relieved of the wall weight
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system and has the same orientation (UCS). In this experience, different point
clouds obtained were progressively overlapped as successive layers, thereby
allowing a comparative reading to be conducted entirely within the digital simu-
lation (Figs. 16, 17 and 18). Intensive photographic campaigns were carried out in
parallel with the laser scanner survey activities. These followed an operational logic
process that generally focused on particular architectural and decorative details. The
intensive photographic campaigns were necessary for the realization of the photo
plane of walls, floors and ceilings. This activity was also important because it
allowed archive documentation of several rooms to be updated during the working
phases.

In many instances it was possible to create a photographic historical memory of
how rooms and spaces appeared before the redesign assessment, and in other
situations, it was possible to document architectural features that are no longer
visible. This was the case, for example, with the “Sala della Niobe” (Niobe Room),
where the floors were reported as the previous ancient rustic asset characterized by
ancient lighting systems and vaults in the masonry, and then after certain funda-
mental structural engineering interventions, they were again covered by the original
restored floor (Figs. 19 and 20).

Fig. 9 Surveys carried out in the Botticelli room for the insertion of the new suspended ceiling
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Fig. 10 Detail of the monumental wooden trusses of the Botticelli room
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Data Storage Management for the Post-production Phase

Each survey activity has produced a vast amount of data which needed to be
carefully scrutinized, evaluated and classified. The laser scanner activities have
produced a metric database containing all the partial 3D scans performed (Fig. 21).
An essential component of the processing stage was registering2 and performing all

Fig. 11 Analysis of the deformations of a vaulted ceiling due to the weight of a wall

2The “registration” operation represents the technical procedure that enables the combination of
different partial point clouds from the same survey activities into one general and complete point
cloud. This operation is performed due to the use of common targets surveyed from different scan
positions. The specific software can elaborate geometric calculations and algorithms that are aided
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tests to verify their reliability. The photographic campaigns are ordered according
to an archiving system based on folders marked by reference codes. From this, one
can identify each singular architectural element, including the walls, vaults, trusses,
staircases and statues (Fig. 22). Due to the use of a code system for storing the
information, it is now possible to use the database according to different channels of
access that are related to the various operators involved during data processing.

The walls of the documented rooms were defined with respect to their orienta-
tion with the cardinal directions N-S-W-E (north, south, west, east). For photo
campaigns involving the floors and roofing systems, however, we created
descriptive drawings enriched with specific geometric divisions into numbered
quadrants. In this way, each individual part is assigned its own related folder. In

Fig. 12 Point cloud under the roof, above the museum access staircase. It is possible to see the
wooden trusses and the top surface of the vault with the wooden structure

by these specific points. Geometric recognition produces a global unique point cloud of the whole
survey database.

3D Survey Systems and Digital Simulations … 215



www.manaraa.com

general, all folders of the photo documentation are named with the same codes used
for technical drawings or 3D models. Therefore, it is now easy to search for a
specific image within a precise section of the architecture documented. To store

Fig. 13 Path of the laser stations for the survey under the roof, above the museum access staircase
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photos related to the wooden structures, trusses and beams, we have used reference
grids where “xi” identifies x-axis and “yi” y-axis. In this way, it was possible to
locate precisely each element. For example, an entire truss is identified with an “xi”

Fig. 14 Photogrammetric survey by PhotoScan software
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or = “yi” code depending on the warping direction, while a node or a joint is
assigned an “xiyi” code [1].

After cataloging the metric information and processing data, it is possible to start
the post production step. This step is devoted to the interpretation and represen-
tation of data by developing cross-comparisons for critical evaluations, among other
techniques.

Computer Data Processing

The registration procedure and the testing elaboration on the point clouds constitute
the first critical steps of data processing. Through implementation of the target
system explained above, it was possible to merge several partial 3D scans to obtain
a complete three-dimensional model of entire rooms and additional spaces. Testing
is the final delicate phase, where the level of detail and accuracy of the registration
phase are verified and quantified. In this phase, we strategically elaborate certain
sections to ensure the absence of erroneous overlapping and roto-translations
between partial ScanWorlds.3 We then assess the level of detail exhibited by all
parts of the point cloud in order to define the overall quality of the work done. The
same check is performed at the end of the registration process, where complete
sections are elaborated in both directions. With the Cyclone software package it is
possible to use the “slice” function to obtain section profiles featured on the cutting
plane selected. This option gives the surveyor an important digital instrument that
enables verification of the quality of the registration process made. The final step is
devoted to cleaning the point cloud from all elements of disturbance considered

Fig. 15 View of the target system for the registration of the 3D point cloud

3We define “ScanWorld” as the partial point cloud obtained from a single scan position.
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“noise”. This “noise” might disrupt measurement, the ability to understand the
environment and elaboration of the technical drawings. The “noise” can be bundles
or agglomerates of points generated by the instrument during the survey process.

Fig. 16 Union of the extrados and intrados areas in the same reference system
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The main causes include the presence of surfaces that create reflections; dust in the
air; and natural or artificial light that disturbs the pulsed laser light of the scanner,
creating agglomerations of points and interference. In addition, operators and

Fig. 17 Section of the staircase for verification of geometrical alignment
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people in general present during the survey activities can create significant
deflections. Furniture, supplies, temporary structures, such as scaffolding and
platforms related to the construction site, and permanent instruments and equipment

Fig. 18 Point cloud slice of the vault and cross sections
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can emerge as disruptive elements. During post-production these disruptive ele-
ments are removed from the final point cloud.

Interpretation and Representation of Data

During the first phase of elaboration of data acquired, we developed all the
two-dimensional vector drawings. Specifically, we developed intrados and extrados
floor plans with metric dimensions (by using a reference horizontal plane or level
previously agreed upon with supervision of works), longitudinal sections, cross
sections, and progressive sections performed with a minimum constant dimensional

Fig. 19 Details of the graphic restitution: point cloud, wire frame drawing, photomap
reconstruction
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interval of 5–10 cm. All CAD drawings were produced with a level of detail equal to
the metric scale 1:10–1:5. Following the elaboration of the vector drawings,
ortho-photo planes were processed for the representation of each wall and façade [6].

Fig. 20 Detail of the drawing of the excavation under the floor
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Fig. 21 The database organization of the laser scans uses a large system of reference for the
general alignment and a close-range system for the alignment between the individual portions of
the building

Fig. 22 Organization of the photo documentation
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Fig. 23 Main steps during the post-production phase. The point cloud allows technicians to
elaborate specific sections in order to proceed with detailed drawings. This figure shows a
trasversal section which includes both extrados and intrados parts. A comparison between wire
frame drawings and photomapping elaborations demonstrate the high resolution and quality of
details obtained
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Fig. 24 Longitudinal section for the understanding of the timber structure of the main roof and for
the assessment of the ceiling vault, main object of this specific investigation. Comparison between
wire frame drawings and photomapping elaborations
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This is necessary in order to obtain material for the realistic description of the rooms
and an updated recognition of each surface detected. The processing of ortho-photo
planes is amore accurate way to perform the necessary deteriorationmapping analysis
for restoration and consolidation projects (Figs. 23 and 24).

Images were acquired at very high resolution in “RAW + JPEG fine” mode in
order to manage the balance and color correction during the post-production phase.

The high quality of the photo documentation used for the elaboration of the
ortho-photos guaranteed great resolution for graphics printed up to a scale of 1:20–
1:10. In some cases, the investigations carried out in the room of the Niobe being
exemplary, processing the photo representations of the structurally ancient floor
slab structures while the floor and underlying materials were removed presented an
interesting opportunity to admire the original floor slab and its complex system of
vaults. We have completed a laser scanner survey of this precious and unique
architectural feature, and by doing so we have revealed an important descriptive
graphic material that would not otherwise be visible without removing the upper
structural layers.

Digital Models for the Simulation of Static Assessment
and Virtual Applications for the Conclusive Survey Results

Following the development of two-dimensional vector drawings and vectors on
CAD software, we proceeded to develop three-dimensional models for each survey
phase directly from the point clouds (Fig. 25) using dedicated software capable of
transforming the point cloud database in mesh models [4]. This phase involved the
most innovative experimentation, and this has made it possible to determine the
optimal methods for facilitating the activities of a worksite as complex as the Uffizi
Museum. We have documented all operating phases by analyzing the morphology
of the structures using virtual simulation during the period concentrated on con-
solidating works. During the post-production phase, including the practical survey
activities, the results were integrated to enhance the level of detail and the metric
reliability of the research. For each phase of monitoring and analysis, 3D models
were produced directly from the point cloud database. This intricate operation was
performed using Rapidform software (Fig. 26). This software has several com-
mands and toolbars that enable the necessary corrections to the processed
three-dimensional models. These corrections preserve the metric reliability of the
point cloud, but at the same time they generate mesh models in which walls, vaults
and floors are represented by continuous closed surfaces [7].

Where the data provided by the point cloud were found to be insufficient, we
combined the information with direct measures, either by comparison with the
intensive photo documentation or with the support of the photo-modeling activities.
After the predetermined phases of monitoring were performed, the individual 3D
models related to a single room or a group of rooms, but descriptive of different
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Fig. 25 Elevation map calculated on each point cloud of the studied vault. The geometry of colors
shows a deformation and a collapse. Drawings show the results of the five surveys of the vault
conducted over two years
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Fig. 26 Mesh model for verification of the most deformed areas through the overlapping of
different 3D models
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work phases, were overlapped by use of the same reference system (UCS) to
identify potential deviations between surfaces. These deviations are identified by
the software through the geometric analysis algorithm by the “deviation parame-
ters” registered along the three directions X, Y and Z.

The same surface represented and documented with a different surface devel-
opment demonstrates that in the period between successive laser scanner cam-
paigns, the structure suffered sensitive movements. The Rapidform program and
related software can quantify the value of this data element. The level of detail and
metric reliability ensures the ability to switch between processing parameters. These
parameters include the tolerance for instrumental error exhibited by the laser
scanner, and the absolute error verified at the end of the point cloud registration
process, during alignment of the partial point clouds. The software not only allows
the direct calculation of various deformations of the processed point cloud, but it
also offers, during the final synthesis and comparison step, the opportunity to
represent this metric information along with statistics obtained through graphics and
Gaussian curves.

The results of calculations have identified the maximum deviation measured
over the entire three-dimensional model, where the maximum deviation value is
defined by the overlapping of different three-dimensional models.

Thanks to these charts and models, it has been extremely easy to share the results
with the technicians and experts, and it has had an immediate impact on the critical
interpretation of numerical percentages of the dimensional deviations registered.
This data has provided engineering managers critical elements to consider when
designing the most appropriate intervention strategies [11].

Conclusions on the Research Experience

This research, which has been under way at the Uffizi Museum since 2010, has
contributed significantly to the technical needs of the construction site and to this
field of scientific research in general. We have applied technical laser scanner
methods in addition to experiments with integrated systems. At the same time, we
have tested new software elevating the state of art with respect to the dynamic
management of point clouds.

Over the course of the past six years, we have conducted a wide survey on
approximately ten rooms, each of which is characterized by unique architectural
characteristics, including the morphology and the presence of usable or unusable
floor slabs, precious vaulted roofs, and wooden truss systems (as was the case for
the Botticelli Room or for the extrados room above the main access of the Scalone
Lorenese stairs leading to the Vasari Gallery) [9].

Survey procedures have also identified different intervention strategies for
planning and executing the activities based on the location of the rooms studied and
the ease or difficulty in accessing the connecting areas. Throughout these studies,
we have explored operational methodologies for data acquisition and
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post-production information handling. This has enabled the exploration of new
techniques and has significantly reduced the magnitude of procedural operational
errors.

In all point clouds produced and registered by different software programs, a
consistently high level of metric reliability was maintained, with minimal dimen-
sional error. This was confirmed via parallel tests carried out by technical engineers
at the worksite whose responsibility is monitoring the reinforcements and consol-
idation solutions introduced in various rooms that we analyzed.

The photographic documentation was expanded, in the case of both orthophoto
image processing and the realization of 3D models through photo-modeling
activities. The use of professional digital cameras and their associated software in
post-production allowed us to obtain highly realistic mapped models that depict the
natural colors of the plastered or painted walls of the wooden and masonry struc-
tures documented. The photo campaigns have also enabled documentation of areas
that are no longer visible. For instance, the floor structure in brick vaults of the
Niobe room is presently covered with the original restored floor. The massive
structure of wooden trusses present in the Botticelli room defines another example:
it is presently hidden by the ceiling system required for placement of the air
conditioning designed for the renovated room.

It has been necessary to enhance vector drawings by the use of more suitable
graphic tools and to interpret the symbol system to which we transfer the metric
information on the two-dimensional drawings. This has increased the readability of
comparisons between the same architectural sections that are composed of the
sectional profiles related to the different time periods. The investigations have
produced transverse and longitudinal sections, with scales of 1:20–1:25, accom-
panied by detailed drawings with scales of 1:10–1:5 for representation of specific
portions with obvious deformations. Along these lines, we have integrated
enhanced processing techniques for the progressive sections, and this has made it
possible to obtain a series of parallel sections characterized by minimal range. With
these kinds of technical drawings it is possible to check on the morphology of the
architectural structures in detail. This procedure has given rise to valuable results
during analysis of Room F61 and its adjacent rooms. This room was characterized
by the presence of a vaulted structural floor which contained a “false wall” that
compressed the stability of the vault itself, thereby compromising the static
assessment of the whole structure. In this case, the progressive sections have
enabled technicians to identify the points at which the wall has further impaired the
vaulted structure, as well as parts of the vault that have already started to show signs
of structural failure. These technical drawings have made it possible to act quickly
on the damaged wall and reinforce the vault at specific points [8].

In the framework of this research project, the implementation of reverse engi-
neering activities has strengthened the technique of 3D modeling directly from the
point cloud. By increasing the potential of the tested software, we have strength-
ened the operational techniques that allow one to overlap 3D models derived from
each phase of the work and elaborate calculations of the deviations for evaluation of
the dimensional differences [10]. The integration of different detection techniques
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has also aided the post-production phase, specifically through the integration of the
results from new methods of technical documentation, which is critical for sup-
porting a site as complex as the Uffizi Museum.

In this research project, we have implemented and updated specific documen-
tation for a monumental system, and we have produced analytical methods for the
prevention of seismic risk by monitoring the structural conditions of different
construction systems. Considering the numerous threats to our cultural heritage
today, this represents an invaluable procedure. Digital technologies provide experts
a precious opportunity to know and work on the architectural heritage with the
delicacy required for preservation of heritage. It is currently essential to improve
innovative systems by way of constant experimentation.

Restoration and structural consolidation provide a unique challenge for the
scientific field that derives from the infinite complexity of historical architecture.
Drawing—especially the architectural drawing germane to this study—remains the
main method for governing technology and controlling digital processes which, in
the representation of the image, create results arising due to the application of
complex and advanced technology, equipment and methods. The representation of
vaulted systems, monumental halls, stairways and wooden structures at the Uffizi
Museum has given rise to precious updated historical documents. It has been
possible to represent the condition of one of the most historical Florentine build-
ings, a building that constitutes one of the most important contemporary restoration
sites in Florence. From an academic point of view, this experience has also led to
improved methodologies for the study of historical architecture. This experience
should serve as a starting point for further application of three-dimensional data
banks for the preservation, management and understanding of architecture.

Credits Sandro Parrinello wrote the introduction and chapters: 1, Research approach and
development of operational methodologies; 2.2, Interpretation and representation of data; 3,
Conclusions on the research experience.
Sara Porzilli wrote chapters: 1.1, The integrated survey project; 2, Data storage management for

the post-production phase; 2.1, Computer data processing; 2.3, Digital models for the simulation of
static assessment and virtual applications for the conclusive survey results.
The reference list is limited to main works for further reading and to author’s main experiences.

Citation of references has not included in the text since space limits.
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GIS-Based Study of Land Subsidence
in the City of Bologna

Rose Line Spacagna and Giuseppe Modoni

Abstract Geographic information systems (GIS) are very powerful tools capable
of performing spatial analyses over large amounts of the territory representing large
amounts of data. They consist of hardware, software, and human activities that
facilitate collection, analysis, and storage of data, in different forms, related to the
features of the territory. In the present chapter, the potential of the GIS tool is
explored in a study of the effects of subsidence that occurred during the previous
decades in the city of Bologna, where a valuable historic and cultural heritage made
up of an intricate system of old masonry buildings, churches and monuments, is
exposed and at risk. Data from previous geological, hydrogeological and
geotechnical studies was collected and georeferenced. Then, topographical inves-
tigations and periodic records of the groundwater level in the network wells were
superposed to establish a relation between causes and effects. The analysis reveals
the spatial and temporal distribution of settlements in the city center and in the
surrounding area. The evolution of the subsidence phenomenon has been possible,
and the use of GIS has revealed the role of different factors and their mutual
correlation. By combining all information, it can be seen that the area is severely
affected by the distribution of total and differential settlements and that a particu-
larly critical situation emerges in the city center. Additionally, the causes of the
phenomenon could be established with great precision, enabling the identification
of appropriate countermeasures.
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Land Subsidence Induced by Groundwater Withdrawal

The Earth’s surface is the result of the combined action of exogenous and
endogenous morphogenetic processes that lead to modification and adaptation of
the chemical, physical and biological environment. Through their activities, humans
interact with these processes and affect the balance of nature by acting as an
additional “geological agent”, capable of triggering new mechanisms that some-
times produce more conspicuous and incisive effects than natural agents.

For instance, in the recent past, due to the high population density in big cities
and the consequences of choices based solely on socioeconomic criteria, a pro-
nounced and quantifiable degradation of groundwater resources has occurred. In
fact, an indiscriminate exploitation of aquifers has occurred in conjunction with an
increased use of chemical products, including pesticides and fertilizers and an
increased production of civil and industrial wastes. These activities have placed
pressure on vulnerable territories.

Therefore, in the context of geological risks, the decline of the quality and
quantity of groundwater resources has become increasingly relevant. Defining and
identifying feasible methodologies to assess this risk has become a major concern
from both a scientific and technological standpoint.

One of the most drastic effects resulting from the over-exploitation of aquifers is
land subsidence, which arises from the depletion of flat areas. The efficiency and
functionality of structures and infrastructures present in these areas may be com-
promised in relatively short times, and this is a particularly dangerous situation.
This phenomenon, observed in many areas globally, is only the surface manifes-
tation of a large number of modifications that occur within the subsoil. The
deformation of the subsurface is generally gradual and protracted and is therefore
difficult to perceive. Therefore, there is increased need for prompt and efficient
monitoring tools.

In general, the deformation of the earth’s surface arises from several natural
causes, including tectonic processes, isostatic movements and chemical-physical
transformations of sediments resulting from lithostatic load or oscillation of the
groundwater table. The importance of subsidence increases significantly when these
geological processes are accelerated by engineering activities. The extent of
urbanization and industrialization in an area “sensitive” to subsidence may enhance
the importance of this phenomenon.

The importance of subsidence in densely populated areas has been documented
in the literature. London [32], Mexico City [15, 34], Houston [13], Santa Clara
Valley [21], and cities in Japan [33], Greece [27], China [24] and Spain [30]
provide remarkable examples. In all of these examples, the settlement varies as a
function of the subsoil composition and the level of groundwater exploitation from
a few millimeters to more than 12 cm per year. In some cases, the equilibrium
alteration induced by subsidence affects areas with numerous historical and cultural
sites and monuments. The ancient Italian cities are among the most remarkable
examples of contemporary civilization, not only for the buildings and churches that
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constitute authentic architectural masterpieces, but also for their ability to preserve
and pass to new generations the memory and the culture of the past.

The study of subsidence is multidisciplinary. Additionally, the information
available does not cover the entire area under study, nor the reference time interval.
In this context, it is hard to describe this complex geotechnical phenomenon
without making some erroneous assessments. However, the use of data processing
in conjunction with powerful software and the implementation of simple models
can facilitate definition of the comprehensive framework.

Geographical information systems are powerful platforms capable of managing
and analyzing the entirety of this heterogeneous information, thereby enabling
identification of the causes and effects of the subsidence phenomenon to be
identified.

Geographic Information Systems (GIS)

The current evolution of decision-making models has led to the development of
efficient instruments capable of providing more accurate analysis within a much
shorter time. In this context, public authorities and, more recently, private com-
panies have implemented geographic analysis to provide more efficient solutions to
problems in various sectors.

Most of the activities relate to space and geography. The information, directly or
indirectly connected to the earth’s surface, is called geographic information (GI).
However, GI does not only refers to the description and position of entities on the
territory and their representation with geographical maps; it also includes the spatial
relationships between objects and events on the territory that affect human
activities.

The GI stores data in digital form and processes it by computer. The information
can be collected from different sources (e.g. satellites, GPS, aerophotogrammetry,
maps, topography) and catalogued at different scales of representation. While these
systems greatly expand the capacity for knowledge, they must also establish con-
nections between data sets to enable efficient use of the acquired information.

The development of applications based on GI has expanded considerably for
within the GIS framework that use highly advanced software and hardware plat-
forms. The GIS is generally considered one of the most powerful tools in the field
of information technology. A GIS is a complex system of hardware, software and
human activities that enables the capture, analysis, storage and return of data related
to the territory in both graphic and alphanumeric form. By integrating different
types of data (vectors, images, text, etc.), GIS-based technology enables the
acquisition and analysis of GI within different thematic areas with unrestricted
resolution. This flexibility expands potential applications and dynamically and
interactively generates answers to the problems at hand.

The importance of GIS stems from often inaccurate and poorly maintained
geospatial data, out-of-date maps and statistics, and a lack of data sharing and
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retrieval services. Therefore, the creation of GIS provides several benefits. For
instance, geospatial data and information is maintained and updated in a standard
format, and is easier to locate, analyze and present. This facilitates rapid and
informed decision making.

All these aspects have permitted the utilization of spatial data for analysis and
planning in many fields, including civil engineering. Some of the analyses that can
be performed by GIS are:

• Soil analysis
• Environment analysis
• Risk assessment
• Management of cultural heritage
• Land management for emergencies.

GIS Structure

GIS combines a powerful visualization environment with an analytical and mod-
eling structure. To support this setting, platforms must be organized according to
three modalities: geodatabase, geovisualization and geoprocessing (Fig. 1).

The geodatabase is a spatial database comprising data sets with geographic
information. Specifically, it is a geographical information model organized with
thematic layers and spatial representations that is used for accessing and managing
GIS data. Its main utility is the organization of data, which can be useful for
understanding complex scenarios (e.g. environmental impact or risk connected with
the use of natural resources or damage of infrastructures).

Fig. 1 GIS structure
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The geoprocessing comprises operational tools for geographic analysis and
processes capable of generating derived data sets. This toolset is used to operate on
GIS information objects, including data sets and cartographic elements of printed
maps. Altogether, these comprehensive commands and data objects form the basis
for the geoprocessing framework.

The geovisualization constructs complex geographical representations that dis-
play the elements and their spatial relationships on the earth’s surface. This includes
maps, interactive maps, three-dimensional scenes, charts, tables and schematic
views of the network relationships. Interactive maps provide a user interface at
many levels.

The creation of the data set is a critical step, and it is closely related to the ability
to georeference the data. It primarily relies on knowledge of the data’s original
coordinates (longitude, latitude, altitude or by other geocode systems).

The information is organized by the software in the form of thematic layers
called shapefiles (Fig. 2). Several geographical features are adequately expressed
by a precise range of geometric elements: points (dimensionless elements used for
the simple location within an aerial representation); lines and polylines
(one-dimensional elements used for the localization of linear elements); polygons
(two-dimensional elements used for the representation of geographic elements
characterized by coverage of a particular soil surface). Therefore, each layer
summarizes a geometric feature; the properties of each element forming part of a
layer are collected in the geodatabase.

Finally, due to the remarkable potential the GIS tool holds, spatial analyses can
be performed by adopting specific statistical and modeling methods.

Fig. 2 GIS thematic layers
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Geostatistical Tool Analysis

The management of territory and heritage conservation relies on cartographic
representation to track the evolution of natural phenomena. Sampling data, which
provides a basis for knowledge, allows for the description and representation of
phenomena over the whole area through interpolation of information exploiting the
natural structure of the data distribution. Every natural phenomenon (the stratig-
raphy of subsoil, dispersion of a pollutant in groundwater, etc.) is characterized by
its structure, which depends on the origin of the phenomenon itself.

The discipline of geostatistics, developed since the early sixties, defines the
dimension and extension of mineral deposits. The term geostatistics was adopted
for the first time in 1962 by Georges Matheron, unanimously considered the
founder of the discipline. His work focused on the development of geostatistics and
its mathematical and statistical aspects. Matheron is also the founder of the Centre
de Géostatistique de l’Ecole des Mines de Paris, based in Fontainebleau, France,
which is currently the reference center for the study of this discipline. Geostatistics
takes into hinges on the so-called “theory of regionalized variables”, which
accounts for the spatial dependence between variables of interest [14].

Natural Phenomenon and Regionalized Variables

The method begins from a regionalized phenomenon, which emerges from a space
defined as a geographical (one, two or three dimensions) or temporal space. The
structural characteristics of the phenomenon are sought from the measured data, but
are sometimes revealed by additional qualitative information that improves
understanding of the phenomenon.

Even the collection of large amounts of raw data would not provide exhaustive
knowledge of regionalized phenomena. In fact, it does not allow to fully understand
the processes that lead to the physical phenomenon and its evolution. Supposing the
regionalized phenomenon is completely known within a domain D, it can be
described satisfactorily by one or more functions defined on D. The variables of
these functions are called “regionalized variables” because they are related to their
location in the field (for example, the thickness of a geological formation for
evaluation of natural resources [7], or the concentration of pollutants in the
groundwater [26]).
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Instrument for Modeling the Structure of Data

The value assumed by the regionalized variable in a point is not independent from a
value measured at a different location. Specifically, values measured at neighboring
points are more closely related than values measured at distant points. This spatial
correlation constitutes the structure of the regionalized phenomenon. It is described
by the spatial laws associated with random functions that represent the behavior of
the phenomenon.

In particular, the linear geostatistics define the spatial structure by two moments.
The moment of order 1 (expected value) does not provide any structural infor-
mation. The moment of order 2 (covariance and variogram) is defined according to
two different points, and it describes the interaction between them. The two
moments provide an elementary description of the spatial structure of the region-
alized phenomenon.

The interpretation of the variogram is performed using a series of experimental
data. The regionalized variable z(x) is considered to be a realization of the random
function Z(x). The variogram is written as follows:

bγ hð Þ= 1
2 N hð Þj j ∑N hð Þ

z xαð Þ− z xβ
� �� �2

N hð Þ= α, βð Þ: xα − xβ = h
� �

and N hð Þj j number of pair.
Calculation of the experimental variogram relies on considering the difference in

the regionalized variable values at two locations separated by a distance h (Fig. 3a).
The requisite procedure is as follows:

• Plot the squared increments between each couple of measured data as a function
of the distance (h) between sampling points (Fig. 3b); the obtained graph is the
variogram cloud.

• Define a number of intervals with an amplitude (lags, number of lags).
• Compute the average values falling within the intervals; this defines the

experimental variogram (Fig. 3b).

In this way, the expected value for two points, separated by a distance equal to h,
can be expressed by the following expression:

γ hð Þ= 1
2
E Z x+ hð Þ−Z xð Þ½ �2
n o

The experimental variogram is a discrete series of points, it is not defined for all
distances h, and it cannot be used directly. Therefore, it is necessary to infer a
theoretical variogram, as similar as possible to the experimental variogram. This
theoretical variogram contains all the structural features of the regionalized vari-
ables describing the phenomenon. This type of modeling is called structural
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analysis or variographic analysis, and it is a fundamental stage in geostatistics.
A poor model can produce inaccurate, unreliable results.

The main characteristics of the variogram include:

• the behaviour at the origin, which indicates the degree of regularity of
regionalization;

• the presence or absence of the sill; the presence of the sill is symptomatic of
second order stationarity. In this case, the covariance function is deduced from
the variogram by the following relationship:

γ hð Þ=C 0ð Þ−C hð Þ

The variogram γ(h) describes the link between two values of the variable
measured at a distance equal to h. In general, the difference grows with h, indicating
that the variability increases with distance, until approaching a limit value γ(∞)
called “sill” C. In this case, the random function is stationary of order 2, and the sill
C and the variance are equal. The distance within which the equality occurs is
called “range” a (Fig. 4). Two values Z(x) and Z(x + h) are related if the length of
the vector h is less than the distance a. The range leads to the notion of the “area of
influence” of a value. Beyond a, the variogram assumes a constant value equal to
the sill C, and the variables Z(x) and Z(x + h) are no longer related (independent).

Several variogram models appear in the literature [7]. Table 1 lists the most
common models for the study of regionalized variables.

Fig. 3 Example of an experimental variogram calculation. a map showing the location of the
measurements (the dimension of the point indicate the entity of the value of the variable);
b variogram cloud (cross), lag intervals (dashed lines) and experimental variogram (line)
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The spherical model is the most common model. The polygonal expression
increases to a certain distance after which the value stabilizes. The tangent at the
origin intersects the sill C abscissa 2a/3.

In analogy to the spherical model, the exponential model exhibits linear behavior
for small values of h. The exponential model approaches the sill C asymptotically.
At constant sill, it is observed that the exponential model, relative to the spherical
model, grows faster initially, but this increase decelerates as the same value of C is
approached. However, these models are very similar. The difference lies in
understanding how fast the model diminishes the value within the range of
influence.

Fig. 4 Covariance C(h) and Variogram (h)

Table 1 Main variogram model
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The nugget effect represents small-scale changes and/or measurement errors.
This discontinuity at the origin is derived from applications in mineralogy (mines
gold) and has been proposed by Matheron [14]. The nugget effect model translates a
phenomenon of absence of correlation between neighboring values of the variables.

Estimation

The estimate of a variable is carried out using a limited number of points (sampling
points). The Geostatistics program provides estimators that make this, along with
quantification of the estimations reliability, possible.

The global estimation covers the entire area necessary for characterizing the
variable that describes the phenomenon. In general, the objective is to evaluate the
value at a non-sampled point, using a weighted linear combination of the measured
values at the sampled points. The process should take into account the distance
between sampled points and points where estimation of the variable is required;
close points are given more weight than those further away. The weighting should
also account for the variability of regionalized structures, specifically the degree of
regularity and the spatial arrangement of the samples.

Analysis of the spatial dependence of the data allows quantification of the
correlation between values at different sites, and it determines the size of the “zone
of influence” for observations. The continuity and regularity of the regionalized
variable is evaluated through easily interpreted instruments. The study of different
directions allows any anisotropy to be found, which indicates that regionalization is
more structured in these directions. The interpretation of a regionalized phe-
nomenon leads to see if the makes it possible to determine if processes that con-
stitute the phenomenon have evolved at the same scale.

The linear interpolator use in Geostatistical analysis is called Kriging. This
interpolator offers several advantages over conventional interpolation techniques:

• it provides an accurate estimation, without distorting the value, while taking into
account the geometrical nature of the data (number and configuration of data)
and structural information contained in the variogram;

• It quantitatively addresses the accuracy of the estimation by way of the esti-
mation variance.

The punctual kriging estimates the value of the variable in each node of regular
grid covering the whole area. The estimation of the variable Z at the point x0 is
given by the following equation:

Z* x0ð Þ= ∑
n

α=1
λαZ xαð Þ
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The expected value of the error estimation is written:

E Z* x0ð Þ−Z x0ð Þ� �
= ∑

n

α=1
λαE Z* x0ð Þ� �

−E Z x0ð Þ½ �=m ∑
n

α=1
λα − 1

� 	

In the case of the punctual ordinary kriging, where m is unknown, ensuring the
absence of error distortion imposes the following condition, called universality
condition:

∑
n

α=1
λα =1

The variance of estimation-error Var Z* x0ð Þ− Z x0ð Þ½ � needs to be minimized to

adhere with the required of the absence of dual-distortion, i.e. ∑
n

α=1
λα =1.

The weights λα of kriging are evaluated considering:

• the distances between the points to be estimated and observed points;
• the geometric configuration of the observed points;
• the spatial structure of the regionalization described by the variogram γ.

In general, the weights assigned to the measurement points are much higher as
they are close to the points where the estimation is required.

The weight and variance estimation relies only on the kriging layout and the
variogram model, and not the values of the data. Therefore, the accuracy of the
estimation can be evaluated if the configuration of the measuring points and the
variogram model is known. However, in highly variable areas, with pronounced
outliers, the accuracy decreases compared to areas of low variability.

If the measured points between them are all distinct, the kriging system is regular
and, therefore, it provides a unique solution. The punctual Kriging is an exact
interpolator. The estimation in a measurement point returns the measured value and
the variance of kriging in this point is zero. The maps of the values estimated by
kriging are always characterized by differences between neighboring values that are
less obvious than in the real system (minor fluctuations). In fact, the estimation
cannot reproduce the details of real situations that do not appear in the observations
provided by the sampling. If it is necessary to reproduce the variability of
regionalization, simulation techniques must be applied.

The Case Study: Subsidence Over the City of Bologna

The city of Bologna was settled before 1000 Bc in the southern part of the Po
valley, at the foot of the Italian Apennines. Owing to the presence of monuments
and architectural masterpieces, it is a nexus of culture and art in Italy. From the time
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it was founded, the city has been affected by a slow deformation of the ground,
induced by the self-weight consolidation of the thick alluvial deposits. However,
settlement proceeded with a rate on the order of a few millimeters per year and was
not of serious concern. After 1950, in analogy to occurrences in other cities of
northern Italy (e.g. Milano, Venezia, Ravenna), a rapid deformation of the ground
ensued within the town and the surrounding areas, and in some cases this proceeded
with rates of dozens of centimeters per year [6].

The ground deformation recorded throughout the Emilia Romagna region in the
period 1992–2000. Figure 5 shows that the phenomenon is prominent near the city
of Bologna.

Damage to several buildings in the historic center were noted at the time,
especially the buildings of via Zamboni, a major urban road located in the northeast
side of the historic center (Fig. 6). Displacements surveyed along this road between
1979 and 1983 [1] give rise to the profile evolution reported in Fig. 7.

With the goal of discovering the causes of this unexpected phenomenon, many
studies were promoted to survey the ground deformation in the area by means of
increasingly more precise geometrical levelling networks [2, 3, 11, 18–20]. Finally,
a satellite recording campaign was undertaken in 2005 to monitor the vertical
movement of the territory [28].

A mechanical explanation for the phenomenon, founded on the quantification of
the different variables, was provided by Darini et al. [8, 9] as well as Modoni et al.
[16, 17]. These authors merged measurements of different variables with results of
numerical analyses to create a comprehensive database where information of a
distinct nature can be combined.

Here attention is confined to the analysis of settlements. For this investigation,
an area of 272.25 km2 has been delimited (Fig. 8). This area includes the city center
and the upper plain area, where a grid of points has been ideally superposed. The

Fig. 5 Map of settlements in the period 1992–2000 [22]
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variables have been computed in each node of this grid using a geostatistical
interpolation method [7].

From a geological viewpoint, the province of Bologna extends over an area of
about 3702.5 km2 and can be subdivided into distinct geomorphologies: flood
plains consisting of alluvial materials transported by rivers and deposited in the
plain mostly during flooding; foothill plains, which constitute a morphological
connection between the hill and the alluvial plain, characterized by decreasing
topographical gradients, and containing coarser materials deposited by the two
major rivers (Reno and Savena); hills, characterized by a parallel to dendritic

Fig. 6 Damaged buildings recorded along via Zamboni [5]

Fig. 7 Settlements recorded along via Zamboni [1]
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drainage system; mountains, consisting of geological units formed from chaotic
complexes of clay with sub-horizontal flaps of more resistant lithological units.

The hydrogeological layout [23] shows a recurrent alternation of permeable
(aquifers) and semi-permeable or impermeable strata (aquitards). Here three large
aquifer groups (A, B and C) can be distinguished that separate each other by thick
and widely extended fine-grained strata (Fig. 9). The most important of the studied
phenomena is the upper group A, about 300 m thick and dominated by the presence
of the two alluvial fans of the Reno and Savena rivers which are the most important
groundwater supplies [10, 12]. Coarse-grained materials of marine origin can be
found in the lower strata of aquifer group B and in Group C. The groundwater
circulation in the upper layers is mostly fed by the dispersion of the two rivers,
while a secondary and more limited contribution from remote sources can be
observed in the lowland area.

The withdrawal of water from wells occurs mostly from the upper aquifer unit A.

Ground Deformation

Due to arising from tectonic movement and sediment compaction, the area of
Bologna is affected by a natural long-term subsidence progressing with rates
ranging from 1.5 to 2 mm/year. Some benchmarks measured in the period 1897–
1902 and 1947–1957 [18, 19] reveal settlements ranging from 10.7 to 20.9 cm
(Fig. 10).

This subsidence became increased after 1950, as evidenced by the geometrical
levelling carried out between 1943–1950 and some repetitions performed by the

Fig. 8 Plain view of the studied area
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Italian Geographical Military Institute (IGMI) during the period 1970–1973
(Fig. 10). The map extracted from Pieri and Russo [19] shows concentrated set-
tlements in the areas surrounding the Reno river (with settlements greater than
1 m), whereas smaller settlements are noticed along the river.

Thereafter, the Autorità di Bacino del Fiume Reno (Fig. 11a) undertook a
campaign to during the period 1950–1997 with the goal of extensively monitoring
the subsidence in Emilia Romagna. In the area of Bologna, this database includes
200 benchmarks collected from three different geometrical leveling networks

Fig. 9 Longitudinal section taken along the Reno river [23]

Fig. 10 Contour lines of equal subsidence (cm) in the period 1897–1957 (a) and in the period
1943/1950–1970/1973 (b) [19]
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previously installed by various public authorities (Autorità di Bacino del fiume
Reno, Istituto Geografico Militare Italiano, Ministry of Public Works).

The second database (Fig. 11b) was included by the ARPA Emilia Romagna and
the municipality of Bologna in a larger database comprising 527 benchmarks for
monitoring the subsidence during the period between 1983 and 1999. During this
period more comprehensive and refined analysis could be performed in the area due
to the much higher spatial density of this network compared with the previous one
(in the city center benchmarks were located at mutual distances shorter than
250 m).

Analysis of Settlements

All data have been combined in the GIS to observe the progression of settlements in
the area studied. The measurements taken at singular points have been interpolated
with a series of geostatistical analyses. Specifically, setting the subsidence for the
period before 1943–1950 at zero, a sequence of contour lines have been created to
reproduce the computed settlements during the different periods (Fig. 13).

As an example, Fig. 12 shows the experimental and theoretical variograms for
the settlements computed in the period 1983–1987. The theoretical variogram was
then used to interpolate the data.

The subsidence (Fig. 13) is repetitive for all plots; a larger concentration of
settlements is recurrently observed around the alluvial fan of the Reno river. This
result can be explained by the fact that the largest amount of groundwater was
withdrawn near the Reno river [31] to intercept the fresh water coming from the
mountains. Although the decline of the water head is maximal in the alluvial fan,
where the most active wells are located, higher subsidence does not occur in this
zone due to the prominence of coarse-grained materials in the subsoil strata. The
observed settlements occur in the surrounding area, where fine-grained soil is

(a) (b)

0 10 km 0 10 km

Fig. 11 Monitoring network of the Autorità di Bacino Reno (period 1950–1997) (a) and of the
ARPA Emilia Romagna (period 1983–1999) (b)
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Fig. 12 Experimental and theoretical variograms (settlements in the period 1983–1987)
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Fig. 13 Settlements measured for different time intervals between 1943 and 2005
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prevalent. Settlement progression as a function of time for two points representing
different locations is plotted in Fig. 14.

The two curves show a maximum rate during the period between 1970 and 1980,
i.e. when groundwater was more heavily extracted. The curve representative of the
situation in the city center is less pronounced, while larger settlements occurred in
the surrounding area, where the rates are still significantly high, even after 2005.

As an exemplary application of GIS, the present study focuses on possible
damage to buildings. As described in the literature, damage to buildings, ranging
from the formation of small fissures to total collapse, can correlate with angular
distortion at the foundation level [25] or tensile strain that develops in the upper
structure [4]. The extent of damage depends on the type of structure (open framed
structures show more limited effects under higher deformation in comparison to
load bearing walls) and on the deformation mode (sagging or hogging). Irrespective
of these criteria, it is generally acknowledged that angular distortions larger than
0.5–1 × 10−3 produce cracks in continuous walls [4, 29].

It is known that the angular distortion is proportional to the derivative of rota-
tion, consequently the latter quantity has been computed herein to forecast the
damage to buildings.

In particular, the analysis has been restricted to the historic center of the city. It
superposes an ideal grid of points (nodes are positioned at a mutual distance
Δ = 60 m) and computes settlements at each node (i, j) with the previously
described geostatistical method. Rotation in each node αi,j is then calculated with
the following relation:

αi, j =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wi+1, j −wi− 1, j

2Δ

� �2
+

wi, j+1 −wi, j− 1

2Δ

� �2
r

Calculation of these values within the studied area (Fig. 15a) shows that the
largest derivatives of rotation occur in the. Focusing on Via Zamboni, where
noticeable cracks were recorded (Figs. 6 and 7), it is seen that the curvature of the
deformed ground (given by the gradient of rotation) is maximum along the direction
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of the road. In fact, the maximum rotation computed in this area for the period
1943–2005 is equal to about 0.002, nearly five times larger than the value (0.0004)
calculated by Alessi [1] for the period May 1979 to Dec 1983 (Fig. 7). It is worth
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Fig. 15 Map of rotations computed for the period 1943–2005 in the historical center of Bologna
(a) and settlement profiles along Zamboni road (b)
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noting that the settlement profiles traced along this road with the present analysis
(Fig. 15b) are fully consistent with those (reported in the same plot with a shaded
area) derived by Alessi [1].

Conclusions

The GIS is one of the most powerful information technology tools, capable of
performing spatial analyses over large areas. Large and diverse sets of information
can be collected, catalogued and processed. In the application of GIS presented
here, the analysis of data has been carried out using geostatistical tools that allow
interpolation of data recorded at distinct sampling points over the whole area. An
enlightening example of the combined use of GIS and geostatistical analyses has
been carried out to assess the settlements induced in the area of Bologna by
intensive groundwater removal. The phenomenon, first noticed during the second
part of the last century, has been quantified by combining information reported in
the literature with results of topographical investigations. Settlements reconstructed
for the period from 1943 to 2005 show a recurring trend, specifically, larger set-
tlements of, up to 4 m occur in the area surrounding the alluvial fan of the Reno
river. Fortunately, these settlements occur in the countryside. Nevertheless, large
settlements have been recorded in the city center as well, and these are associated
with relatively large rotations. This pattern is consistent with damage observed on
the buildings of via Zamboni. It is noteworthy that the rotation computed for the
period 1943–2005 is about five times larger than the one observed by previous
authors during the period 1979–1983. The evolution of subsidence with time shows
that the condition for the historic center will stabilize, while relatively fast rates are
still observed in the outer part of the city.

Finally, it is worth noting that the computed distribution of settlement is con-
sistent with the leading causes of the phenomenon as well as the mechanical
properties of the subsoil. In fact, the largest settlements have been recorded where
the decline of the water table matches the compressibility of fine-grained deposits.
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Infrared Thermography of Walls
in Residential Buildings in Historic
Workers’ Housing Estates in Upper Silesia

Magdalena Żmudzińska-Nowak, Paweł Krause
and Magdalena Krause

Abstract Thermal diagnostics of historic buildings in most cases requires the
application of non-destructive testing methods. They are needed to carry out his-
torical analysis of walls in historic buildings as well as to assess their level of
thermal insulation. One of the most commonly used methods of measurement is
infrared thermography. It allows visualisation, recording and interpretation of
temperature distribution on the surface of tested walls. Diverse thermal imaging
methods can be used, including passive and active thermography. In this article
selected results of infrared thermography of external walls of historic workers’
residential buildings localised in Upper Silesia are presented. The scope of the tests
was to diagnose the condition of the buildings and to formulate guidelines for their
protection consistent with recommendations of the conservator. Numerical analysis
was performed with Therm 7.4 software, based on the finite-element method.

Introduction

Recent trends in parallel manipulators show a growing interest in modular
re-configurable parallel robots. This class can be referred to as either classical
parallel manipulators or cable-based systems. In this context, issues related to
modular re-configurable parallel robots are presented for both classical and
cable-based manipulators.

Tests performed on historic buildings in many cases require the application of
non-destructive methods. Analysis of the hygrothermal performance of external
walls of buildings with historic façades defines one example. The drive to improve
the energy efficiency of buildings often requires modifications that increase the
thermal resistance of external walls. In the case of historic buildings, it can be done
by applying thermal insulation from the inside. It is commonly known that internal
insulation impacts on the possible condensation of water vapour in the wall structure.
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In view of this, detailed hygrothermal diagnostics need to be performed before
adopting particular designs for improved thermal insulation of walls. The diagnos-
tics should evaluate thermal insulation, airtightness and the level of moisture in
external walls. The existing structures are often buildings that were constructed
many years ago, when regulations concerning thermal insulation differed or were
even non-existent. The level of thermal insulation of buildings is very diverse. In
many cases, defining the level of thermal insulation is quite difficult due to the
absence of design documents or data concerning the structure of particular walls.
Non-destructive testing by hygrothermal analysis usually involves testing the dis-
tribution of the thermal field on the wall surface, the distribution of the surface
moisture of the wall and airtightness of the building envelope. Reliable assessment
of a building’s thermal insulation level must rely on more than macroscopic studies
or point openings. The development of measuring techniques allows us to perform
many tests on building walls without interfering with their material structure, and
thus without damaging the tested walls. Devices used to evaluate the physical
properties of historic buildings can be divided into three main groups:

• devices used for the assessment of the level of thermal insulation, in particular
for studying the temperature of the outer and inner surface—pyrometers and
thermographic cameras;

• devices used to assess the level of moisture in construction materials, moisture
on the surface—contact hygrometers;

• devices for the assessment of airtightness—blower door systems.

The simplest device used for measuring the temperature on the surface of a
structural element is a pyrometer. It is an instrument used for contactless temper-
ature measurement. It works on the basis of measurement and analysis of thermal
radiation emitted by the tested bodies. The test provides a temperature measurement
only for one conventional point of measurement. Thus, using such an instrument to
evaluate temperature distribution of the whole surface of a wall is difficult, and for
bigger surfaces it is impossible. The device is rarely used for broader thermal
diagnostics in the building industry. It is mainly used as an auxiliary device. One of
the fastest methods of measurement used in thermal diagnostics is thermography.
Thermography is a method which involves visualisation, recording and interpre-
tation of temperature distribution on the surface of tested walls. In construction, the
most often used type of thermography is passive thermography. It consists of
identifying temperature distribution on the boundary surfaces of a wall without
controlled external interference and thermal stimulation of their thermodynamic
state. In other words, that the thermal envelope of a building is tested in the
conditions of regular use, without additional thermal stimulation. The method is
involves measuring the intensity of the infrared radiation emitted by the tested
object and then transforming it into a visible image. In the case of thermal imaging,
qualitative thermography is most commonly used. The proper performance and
analysis of thermographic tests allow the thermal quality of walls in the tested
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building to be defined, and it enables determination of material solutions applied in
other periods of the building’s life (e.g. remade brickwork).

Thermography in the building industry has been described in domestic and
international literature by e.g. Fouad and Richter [1], Nikzad, et al. [9], Fox, et al.
[2] and Nowak [10]. The application of infrared measurements in passive ther-
mography is described in selected works: Grinzato [3], Riegert [11] and Kominsky
et al. [5]. Heinrich et al. [4] used active thermography to diagnose walls in the
basement area. Löther et al. [8] tested murals using active thermography.

Quantitative thermography makes it possible to indirectly determine the thermal
insulation characteristics of a wall on the basis of infrared measurements. Such
characteristics are described, for example, in the work Biot-Zahlen zur Kennze-
ichnung von Temperaturfeldern in Außenbauteilen—Krause [7].

The purpose of this article is to determine the state of thermal insulation of
historic workers’ residential buildings. The buildings, commonly referred to as
Familoki (from German Familien-Block) were constructed for coal mine and steel
works employees by the enterprise owners. Historic building complexes and
workers’ housing estates of interesting urban arrangement are characteristic features
of the cultural landscape of Upper Silesia and they define the region’s historical
identity. As the Upper-Silesian industry collapsed, degradation of historic resi-
dential complexes began. Many such buildings have already been demolished and
significantly reconstructed, while others are neglected or not maintained properly.
In the last few years, particularly valuable complexes of workers’ homes have been
entered in the register of historic monuments or covered by protection by inclusion
in the so-called conservation protected zone.

Infrared Thermography

With regard to parallel manipulators, a re-configurable system consists of a set of
modules,—which may be identified as actuators, passive joints, rigid links (con-
nectors), mobile platforms and end-effectors—that can be rapidly assembled into a
complete robot with various configurations. A modular parallel robot configuration
can thus be rapidly constructed and its workspace can be modified by changing the
leg attachment points, the joint types, and link lengths for a diversity of task
requirements. Because of the re-configurability, a modular parallel robot system has
unlimited configurations. The subject of tests described herein are multi-family
residential buildings (Familoki) constituting a workers’ colony complex at 1 Maja
Street in Chwałowice, Rybnik, in Fig. 1. The complex is a part of an estate built
between 1910 and 1916 for the workers of the Donnersmarck coal mine (today’s
Chwałowice Coal Mine). The housing estate area is under the conservator’s
protection.

The tested objects are two-storey buildings of brick constructed in a traditional
technology on a rectangular plan, covered with a gable roof with the ridge parallel
to the street. The buildings are symmetrical, and they have two staircases with
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entrances in the ridge wall. All the buildings have basements and functional attics.
The walls of the basement and of the overground storeys are made of solid bricks
being 51 and 38 thick, accordingly. The ceiling above the unheated basement is
a vault supported on steel beams. The ceiling between the storeys is made of
wooden beams of 20 × 20 cm with spacing of 60–80 cm. The ceiling above the
uppermost storey is made of beams with a sound boarding.

Thermography was performed to provide a qualitative assessment of the level of
thermal insulation of external walls. The principle of diagnosing thermal insulation
involves establishing whether the temperature distribution is correct and the iden-
tification of thermal defects (e.g. altered material structure of the wall). The tests
were carried out in winter using a FLIR ThermaCAM infrared camera. The camera
was equipped with a 20° × 20° lens, which at a distance of 5 m creates a field of
view of 1.6 × 1.6 m. The value of emissivity of the tested surface was adopted as
0.92 on average.

Air temperature was measured with a GANN HTR 300 research set with an OT
100 probe for continuous air temperature measurements—sampling every 0.1 s.
The instrument’s range of temperature measurement is from –10 to 90 °C. As
reliable data, mean values measured at the level of 1.50 m above the ground were
given. The outside and inside air temperature was measured prior to and during the
tests. The outside (ambient) temperature ranged from –4.5 to –5 °C. The temper-
ature of the air inside the building was 16–20 °C. Infrared measurements were
taken at a minimum difference in temperature of 20.5 K. The maximum difference
in temperature was 25 K. Temperature distribution for the tested surface was
examined visually and then significant thermal images were saved directly from
the screen and recorded for further quantitative computer-aided analysis. The tests
were performed in accordance with PN-EN 13187 “Thermal performance of
buildings. Qualitative detection of thermal irregularities in building envelopes.

Fig. 1 Modules for parallel robots: a prismatic (P); b revolute (R); c universal (U); d spherical (S)
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Infrared method”. During the tests there was no wind (wind velocity below 2 m/s).
No significant differences in air pressure were observed at opposite surfaces of the
building walls. The tests resulted in images presenting visualisation of temperature
differences on tested surfaces of the external walls. The tests were carried out from
the inside and from the outside. The energy of thermal radiation emitted from the
surface of a body is a function of the temperature of the surface of that body. The
heat flux flowing through the wall encounters specific thermal resistance from the
thermal insulation layer. Variable properties of the thermal insulation layer in the
wall gives rise to an uneven temperature distribution on the wall surface which, as a
consequence, affects the changeable nature of infrared radiation emission. The
energy is transformed inside the infrared camera into electric impulses which create
a thermal image of the tested area on the screen, allowing conclusions to be drawn
with respect to the quality of thermal insulation of the wall.

The analysis of the results involves isolating points with different levels of image
brightness which corresponds with variable thermal insulation of the wall. Thermal

Fig. 2 Thermogram of the external wall with temperatures in points SP01–SP05

Fig. 3 Thermogram of the external wall with the minimum and maximum temperatures in fields
AR01–AR05
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anomalies which cannot be explained on the basis of geometrical analysis, wall
structure analysis or other factors that could have impact upon measurement result,
were treated as thermal defects. Coloured thermograms present temperature dis-
tribution in the form of coloured isothermal lines, where each line represents a
certain temperature range shown on the right-hand side of the printout on the colour
scale. The analysis of temperature distribution obtained from the thermogram can
be performed on the basis of diverse data. It can be presented in the form of point
temperature on the wall surface. An example of a thermogram with a set of tem-
peratures in five selected points is presented in Fig. 2. Another form of analysis
involves presenting the maximum and minimum temperatures in the analysed area.
These data representation methods enable more accurate comparison of differences
between the maximum and minimum surface temperature. In many cases the
analysis is complemented by showing the mean value of temperature for the dis-
cussed area. The result of infrared thermography using the temperature field anal-
ysis for a selected area is presented in Fig. 3. In some cases, linear analysis of
temperature distribution is an essential issue. It is important when assessing thermal
uniformity of a wall, which allows identification of structural changes that occurred
during the buildings’ life (reconstruction, bricking up and overhauls). The results of
tests carried out on external walls are presented in the following thermograms in
Figs. 2, 3 and 4.

Result Analysis

When analysing temperature distribution on the surface of external walls in the
tested buildings from the outside, we can state that there are some thermal
anomalies concerning irregularities in uniformity of thermal insulation of external
walls. In Fig. 2, the maximum temperature in selected points on the outer surface of
the wall is 0.2 °C (SP01 temperature). The minimum temperature of the outer wall

Fig. 4 Thermogram of the external wall with the minimum and maximum temperature along the
LI01 line
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for a single residential room is −3.6 °C (SP04 temperature). The maximum dif-
ference in temperature is 3.8 K. It can be caused, for example, by the location of an
individual heat source (individual heating solutions in particular flats) or material
defects in the ceramic bricks or mortar. The thermogram presented in Fig. 3
allowed for the specification of the minimum and maximum temperatures in five
fields AR01–AR05. For a single room, three temperature fields are presented, i.e.
AR01, AR02 and AR04. The maximum temperature of the front wall is 2.4 °C
(Field AR01). The minimum temperature on the outer surface of the wall is
−2.3 °C. The maximum difference in temperature in the AR01 field is 4.7 K. In the
same room the biggest difference in temperature on the surface of the gable wall,
which has identical structure to the front wall, is 1.7 K. The analysis of thermal

Fig. 5 Temperature profile in the 38-cm-thick external wall
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insulation uniformity in the horizontal plane of the front wall of the last storey
showed maximum difference in temperature of 2.4 K.

In order to evaluate the state of thermal insulation of the buildings, additional
calculations of thermal insulation of external walls were performed. The external
walls were made of solid ceramic brick, 38÷51 cm thick, joined by lime mortar.
The heat transfer coefficient U for a wall of 38 cm, without taking thermal bridges
into account, is 1.48 W/m2K, while for a wall of 51 cm it is 1.18 W/m2K. If the
temperature inside the room is 20 °C, and assuming that the temperature outside is
about −5 °C, the calculated temperature on the outer surface of a 38-cm-thick wall
is −3.6 °C (Fig. 5). A change in thickness of the outer wall to 51 cm decreases
the temperature on the outer surface of the wall to −3.8 °C. In the calculations the
assumed that the thermal conduction coefficient for the ceramic brick was
λ = 0.60 W/mK, while for the mortar it was λ = 1.00 W/mK. Thermal conduc-
tivity of cement and lime plaster was at the level of λ = 0.82 W/mK.

Evaluation of the technical condition of external walls revealed local defects in
the façade layer of outer walls. The defects involved a local lack of horizontal and
vertical joints in the form of lime mortar (or cement-and-lime mortar that was used
in later periods). To assess the impact of those defects upon temperature distribution
on the wall surface, numerical calculations were carried out with the Therm 7.4
software. Such an approach was presented in the publication by Krause [6]. For the
51-cm-thick outer wall, under the assumptions presented above, the calculated
temperature for the point of structural imperfection of the wall was obtained.
The decrease in temperature at the point where there is a 6-cm-deep decrement in
the joint is 0.7 K relative to an undamaged wall. When the temperature inside the
building rises to 24 °C, the temperature of the wall surface at the point of the
damaged joint is −2.8 °C. A part of the outer wall with defects and the results of
numerical calculations are shown in Figs. 6 and 7.

Fig. 6 Fragment of the external wall with damaged vertical and horizontal joints
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On analysing temperature distribution along the horizontal LI01 line in Fig. 8, we
can state that the maximum difference in temperature is 2.4 K. The highest line
temperature occurs right next to window frames and it is additionally correlated with
the location of a panel radiator under the window. At the distance of more than 1 m
from the window frames we observe temperature diversification of no more than 1 K.

Conclusion

The combination of diagnostic methods using infrared measurements for the
analysis of historic buildings makes it possible to obtain satisfactory results. The
applied tests allow detection of areas in the building walls which include building

Fig. 7 Computational model for the 51-cm-thick wall. The temperature at the point of damaged
joint is −3.1 °C

Fig. 8 Linear temperature
distribution along the LI01
line in Fig. 4
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materials characterised by diverse thermal properties and also areas related with
local wall defects. The infrared thermography performed on external walls of his-
toric buildings of the workers’ housing estate in Chwałowice, Rybnik, enables the
assessment of the state of their thermal insulation. Test results show large differ-
ences in temperature on the outer surface of the wall. The maximum difference in
temperature for a single room at a specified inside temperature is 5.7 K (Fig. 3).
Due to the fact that some fragments of external walls were damaged since con-
struction of the building, numerical analysis was performed with Therm 7.4 soft-
ware, based on the finite-element method. Calculations performed under the given
assumptions showed that joint damage reaching a depth of 6 cm causes an increase
in temperature on the inner surface of the wall by no more than 1 K. The differences
measured by infrared thermography are fivefold that value. They can be related to
the diverse influences of local heat sources, e.g. tile stoves (local heating) or panel
radiators (central heating). Uncontrolled air infiltration through the outer wall is
another factor that may result in an increase in temperature relative to expected
calculated values. In some cases there are perturbations related to the lack of
complete airtightness with respect to air flowing through external walls. Infrared
testing enables the detection of areas in the walls which were constructed in a
different period than the rest of the building. In addition, the application of infrared
testing enables the state of thermal insulation to be evaluated for the purpose of
minimising consumption of energy for heating purposes and negative consequences
related to, for example, water vapour condensation in thermal bridge locations. The
combined application of infrared testing with techniques such as heat transfer
coefficient measurement, airtightness measurement using the blower door method,
and wall structure moisture measurements, creates compelling opportunities for
further research.

The diagnostics performed and analysis of the results enables the selection of
appropriate technology and actions consistent with the historic monument conser-
vation guidelines.
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Structural Health Monitoring Systems
for Smart Heritage and Infrastructures
in Spain

F. Javier Baeza, Salvador Ivorra, David Bru and F. Borja Varona

Abstract The development of information and communication technologies
(ICT) and robotics is currently demonstrating its potential impact on different fields
of application. With regard to cultural heritage, and architectural and engineering
heritage in particular, these new technologies are changing the possibilities for
structural capacity assessment and health monitoring (SHM). The objective of smart
heritage can be achieved thanks to properly designed SHM systems, which when
connected to an automated diagnostic system can even self-evaluate retrofitting
needs. This chapter includes a brief summary of the SHM technologies applied for
cultural heritage management in Spain during the early 2000s.

Introduction

The concept of smart cities (SC) has been proposed as a new urban development
strategy in which, through the use of information and communication technologies
(ICT), the city itself can adapt to actively improve the quality of life of its citizens
and visitors. Spanish standard UNE 178104:2015 [2] defines the main objectives
for an SC as an improvement in sustainability, efficiency and the quality of life of
its inhabitants, which will be achieved through the use of technology. Actuation
guidelines focus on improved management of administration and services,
decision-making based on real-time data, and enhanced city resilience (defined as
the capacity to meet and overcome unexpected challenges). The early detection of
needs was also noted as a key aspect of an SC in a recent study conducted by
Deloitte for the Spanish government [15]. The concept of smart heritage thus
appears as a definition of an architectural heritage connected to a structural health
monitoring (SHM) system (measurement + data management + damage evalua-
tion tool), which is capable of detecting its own service condition, even responding
automatically if an alarm threshold is triggered.
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All three aforementioned actuation lines can be directly linked to architectural
heritage. The management of historic buildings usually lacks the information
needed to optimize the funds available for maintenance tasks. Moreover, structural
retrofitting is sometimes proposed only after catastrophic events, such as earth-
quakes [11]. In this regard, various preventive management methodologies have
recently appeared, based on expert systems [45] or fuzzy logic [31], which aid in
determining where and when an intervention should be made. These
decision-making algorithms could even be applied in the construction stage of
infrastructures [29]. In addition, open data from ongoing monitoring systems could
be used to improve vulnerability studies—for example, risk management and
building performance using geographic information system (GIS) tools applied to
Barcelona [6]. Therefore, ideally, smart heritage would help public administrators
by offering real-time data and analysis tools to improve service life management
and crisis intervention, in which economic investments (maintenance and structural
retrofitting) would be optimized through early damage detection and preventive
conservation.

The future success of these proposals will depend on the fundamental role
played by technological development, both ICT and automated devices (like robots
or drones). Civil engineering and building monitoring have traditionally required
complicated and expensive wired systems, which in most cases interfered with the
normal use of the facility. Wireless communication is simplifying the experimental
setup necessary for SHM purposes. However, some issues must be confronted for
successful implementation, such as power supply (batteries vs. power harvesters),
signal interference or data loss [44].

The SHM system installed in the Humber Bridge is a good example of an
automated SHM system that is not only capable of measuring certain variables, but
can also automatically diagnose, and consequently take the necessary actions to
correct, undesired situations. The objective of this system was the prevention of
steel corrosion on the anchorage chambers of the suspension bridge [57]. For this
purpose, temperature and relative humidity sensors were distributed along the
chambers, and dehumidification units were connected directly to the SHM system.
If hygrothermal conditions reached a threshold that could trigger the onset of
corrosion, dehumidifiers would be activated to prevent corrosion on the unprotected
steel wires.

Traditional monitoring techniques, on the other hand, are also being improved
through the implementation of robotics. For example, unmanned aerial vehicles
(UAV) have become popular for visual infrastructure inspections [36]. UAV
monitoring reduces work safety issues and inspection uncertainties due to human
error, and can easily reach almost every part of any structure. Early applications of
UAV in engineering include visual inspection and damage detection via digital
image correlation (DIC) and thermography, and dynamic characterization with
equipped radar devices.

In summary, automation and ICT could have a huge impact in the field of civil
engineering and architectural heritage management in the coming years. In this
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chapter, an overall vision of structural health monitoring in Spain is presented,
considering all monitoring stages, including analysis, design, implementation and
management.

SHM Systems, Damage Assessment and Structural Analysis

Heritage monitoring comprises a wide variety of fields—works of art, built heritage
and written documents. Over the past decade, for example, the Santa María la Real
Foundation has developed their Monitoring Heritage System (MHS) as a tool for
integrated management of all types of heritage [28]. Initially conceived as simply a
monitoring tool for more sustainable management, implementation has recently
begun on an expert system for preventive conservation based on pattern recognition
[12]. In this chapter, however, only issues related to structural monitoring of built
heritage will be considered.

A successful monitoring system usually comprises three or four stages:

• Preliminary investigation and planning, in which the objectives of SHM should
be defined. A pathology report would help to determine the best techniques for
properly evaluating the structure. At this point, a visual inspection is required. In
efforts to avoid human errors, automated vision-based techniques are being
implemented today to detect surface deterioration [33, 36], cracking patterns
[30], geometric characterization of masonry elements [37], or lateral drift or
deflections that can jeopardize the stability of the structure [46].
Another key aspect of SHM planning is the time frame desired for monitoring:
permanent monitoring requirements differ from single-day (or a few days)
measurement setups. The former aims to characterize long-term behavior of the
building (e.g. thermal strains between day and night or between seasons,
ongoing settlement due to non-stabilized ground movements, control during
construction or retrofitting work). Measurement duration should be at least long
enough to register a complete cycle of variable actions— temperature, for
example [48]. Hence, the irreversible or cumulative component can be separated
from cyclical counterparts. Temporary, or short-term, monitoring is usually
undertaken to evaluate the structural performance or state under certain cir-
cumstances. Examples include loading tests on bridges just after construction to
assess normalized requirements, or dynamic testing to determine the mechanical
parameters of a structure (which can later correlate to material degradation).

• Installation and actuation. Once the objectives have been defined and the
parameters of study identified, the proper sensor and experimental setup should
be designed and installed. In this regard, wireless communication allows the
locating of sensors without an action that interferes with the normal use of the
building. The possibility of installation during construction as a work control
system, and retaining the SHM system afterwards for performance monitoring,
is an additional advantage of wireless systems [27]. An initial system evaluation
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should be conducted to ensure that all sensors work correctly in the specific
scenario.

• Research and parameter control. Protocols for data recording, transmission and
storage should be defined. In short-term systems, data would be analyzed
afterwards in a final report, with all the structural models necessary for a future
intervention design. In long-term monitoring, threshold values for each
parameter are useful as a control in the event that an emergency intervention is
necessary. In this case, automated analysis tools would be helpful for optimizing
the system. Permanent monitoring objectives should also define the data
acquisition frequency, which necessitates a compromise between data volume
and analysis requirements.

• Maintenance and decommissioning. Long-term monitoring systems will require
periodic testing to assess SHM robustness. Wireless devices may also need
additional care, depending on the power source selected (e.g. battery replace-
ment). In this regard, recent research has focused on the development of power
harvesters to eliminate the need for battery power supply [24, 25]. Finally, the
last stage involving the removal of the SHM system should be carefully
designed to avoid worker injury and damage to SHM components or the
structure itself.

The SHM industry is challenged with implementing wireless networks in order
to improve traditional monitoring strategies. A complete guideline was recently
published [49], showing the different actors involved in a wireless SHM system and
a general overview of the technical problems associated with each stage of
monitoring.

Pathologies and Non-destructive Testing (NDT) Techniques

A pathology study is useful for assessing the state of the structure that will be the
object of the monitoring system. A complete pathology report comprises not only
geometric measurements and representation of the damage distribution, but also a
set of physical, chemical and mechanical tests. Microstructural characterization and
chemical composition testing to characterize the mineralogy of materials are
commonly used in this field to detect the cause of various pathologies. However,
they are beyond the scope of the current chapter, in which NDT techniques are
presented only insofar as they will benefit from automation and technological
development, as will be illustrated in various real-world applications.

First, a brief description of the most frequent types of physico-mechanical
damage is presented. Heritage structures are usually constructed in masonry;
therefore, the main pathologies that can be distinguished at this stage are cracks and
physical alterations of materials (masonry or mortar). In steel structures, the
equivalent pathology is corrosion, while reinforced concrete elements involve a
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combination of both scenarios. The main types of deterioration can be summarized
as follows:

• Discoloration of masonry materials, Fig. 1a which can be directly linked to
changes originated by chemical effects. Buildings located in heavily polluted

Fig. 1 The most frequently observed pathologies in built heritage: a discoloration, b spalling,
c mortar loss, d cracking
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environments (e.g. industrial or road traffic contamination) present color chan-
ges more frequently and more visibly. Some differences are dependent on the
level of exposure, for example, to the prevailing winds or moist wind. In
addition, differences in the characteristics of each material (e.g. origin, com-
position or porosity) can be detected after exposure. This type of damage can
include humidity-related pathologies, such as efflorescence (which appears due
to salt precipitation) or growth of microorganisms (due to moisture). Although
the cause of these pathologies is not the same, for the purpose of this chapter, the
detection techniques will be identical.

• Spalling in the surface of stone-like materials, Fig. 1b. The loss of material can
occur due to salt content in the internal water. Damage will be more severe with
greater wind exposure or groundwater filtration. In addition, materials with
higher porosity are prone to this type of damage.

• Mortar loss in masonry joints or plaster, Fig. 1c. Similar to spalling, this
pathology is an important factor in the stability of slender structures such as
industrial chimneys or bell towers, especially when they are built in masonry
bricks, because it can generate loose brick elements. If an external plaster layer
is present, its debonding and possible spalling is also a frequent pathology
related to hygrothermal effects.

• Cracks, Fig. 1d. Unreinforced masonry has almost no tensile strength. Hence,
crack initiation and propagation must be controlled to guarantee structural sta-
bility. The causes can differ widely—for example, ground movements or seis-
mic events. Crushing cracks in columns can appear due to high compressive
stress, which can be a problem if water content is high, as stone strength
diminishes in saturated conditions [50]. Because structural performance can be
severely compromised if cracks remain active, crack monitoring is an important
basic parameter in long-term heritage SHM systems.

Table 1 includes a summary of the most common NDT techniques used in
heritage characterization, from visual methods to physical techniques such as
thermography or radar. A brief description is given below, highlighting those
techniques that are currently being improved through the use of automation and
new technologies.

Visual inspection can provide a general idea of the structural conditions and the
parameters of interest for monitoring. Traditionally, human inspections have been
limited to areas of access or have required specific machinery or equipment for this
purpose (e.g. cranes). Today, the development of UAV allows this task to be
performed more safely and at lower cost. Figure 2 includes examples of different
visual inspections. In Fig. 2a, b the use of cranes was necessary to reach the areas
for inspection, with consequent temporary disruption of road traffic in some cases.
The UAV shown in Fig. 2c was used to complement the inspection of the masonry
chimney in Fig. 2a, d. This robot-aided inspection can even be performed inside
buildings, as shown in Fig. 2e.

Image processing or DIC and UAV are being implemented for crack detection,
especially in concrete bridges and tall engineering facilities (chimneys or wind
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turbines). For heritage preservation, crack and spalling detection of a masonry bell
tower can also be achieved by combining these techniques [36].

Traditional survey techniques can be useful for geometric definition of buildings
or control during structural retrofitting [39]. Structural drift due to subsidence or
any type of displacement can be easily assessed, and even their evolution over time
can be monitored [59]. However, photogrammetric restitution and 3D scanning are
gaining importance for this purpose because more detailed models can be obtained.
Moreover, complete cracking and surface defect mapping can be drawn with the
aforementioned image-processing algorithms [35].

Both active and passive thermographic techniques are useful for detecting
defects in several types of structures, not only masonry. Thermography has already
been used commercially as an accessory to UAV for structural monitoring. Typical
applications in heritage include the detection of voids (e.g. mortar loss in joints),
humidity filtration or moisture content [55], and plaster delamination or cracks [32].
This technique is a good complement to the aforementioned 3D scanning for
detecting defects difficult to see with the naked eye [14].

Two radar-based techniques have been included: ground-penetrating radar
(GPR) and synthetic-aperture radar (SAR). The former requires direct contact with
the element to be measured, and provides in-depth information about material
composition [5]. The latter can control displacements across a wide area, and has
been used to monitor ground subsidence in public works [53] and heritage [58]. In
addition, SAR has recently been incorporated into UAV to widen its range of
application [3].

Table 1 NDT techniques for geometric and physical evaluation of heritage buildings

Technique Applications References

Human visual
inspection

Crack detection, superficial pathologies [27]

Automated visual
inspection

Crack detection, superficial pathologies (digital image
correlation)

[30, 36]

Survey Geometry, drift, deflections [39, 59]
3D scan 3D geometric modeling, superficial pathologies [33, 35]
Thermography Layer and delamination detection, joint and masonry

detection, water filtration or condensation
[14, 32]

Ground-penetrating
radar (GPR)

Layer definition, void detection [5, 41]

Synthetic-aperture
radar (SAR)

Displacements [53, 58]

Ultrasound Mechanical characterization, damage detection [8, 40]
Vibration-based Characterization of mechanical properties, damage

detection
[9, 21, 38]
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Fig. 2 Human visual inspection: a masonry chimney and b bell tower, both protected structures
in Agost (Alicante). c UAV for automated inspection used in d masonry chimney and e interior
inspection of Saint Peter’s Church, both in Agost
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Structural Analysis of Heritage Structures

This chapter does not pretend to provide an exhaustive assessment of the current
state of numerical modeling in architectural heritage. A good review of the evo-
lution of structural analysis of historic constructions can be found in the work of
Roca et al. [47].

In SHM design, the objective of structural analysis is twofold: First, numerical
modeling is often necessary for the proper design of monitoring systems. The
optimal sensor location [20], expected measurement ranges, threshold values and
data interpretation can be assessed using a previous model. Second, this same
model can be calibrated with experimental data from the monitoring system and
will be used in the diagnosis [22] and retrofitting proposal.

Table 2 includes a summary of Spanish heritage structures (mainly towers and
churches) for which numerical models were used to assess their stability or as a tool
during their restoration. These examples have been selected to show different levels
of complexity, from numerical models with only an elastic linear analysis [50], to
nonlinear analyses including damage criteria for predicting cracking patterns in
masonry structures [18, 46]. The selection of the type of analysis will determine the
necessary resources, the reliability of the results and the possible conclusions that
can be drawn afterwards.

Structural Health Monitoring in Spain

The aforementioned MHS [Monitoring Heritage System] project of the Santa María
la Real Foundation is one of the best examples of how heritage management can
benefit from technological development and innovation. The MHS philosophy is
premised on a three-legged system: preliminary study, SHM system design and
performance monitoring [28]. The preliminary study may comprise a visual
inspection and eventually numerical modeling. The objectives of the SHM will then
be defined and the parameters of interest determined, after which the most appro-
priate measuring technique and sensor performance may be selected. Finally, once
the system is implemented and running, the use of automated analysis software will
aid the decision-making process. These whole-package monitoring solutions are
becoming increasingly important for long-term monitoring. In addition to the MHS
algorithm example [12], other cloud-based systems can be found in the Spanish
market (e.g. www.kbuilding.es). A continuous knowledge transfer between
industry and research groups at universities should also be promoted in this field
(e.g. www.cal-sens.com).

Table 3 includes examples of SHM systems in heritage structures in Spain
reported during the twenty-first century. This list is not exhaustive, but merely
affords a view of the different types of monitoring. In some cases, such as MHS,
which has been successfully applied in more than 20 heritage sites in northwestern
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Table 2 Examples of numerical models of Spanish architectural heritage structures

Site Structural and analysis details References

Cathedral of Valencia Gothic cathedral from 12th century, numerical
models only of the cimborio (octagonal lantern)
and dome from 15th century. Geometric 3D
model by laser scanner and numerical model with
solid elements. Linear and nonlinear (isotropic
damage) analysis for self-weight hypothesis

[4]

San Martín tower
(Toledo)

Mudéjar brick-masonry tower from 13th century.
Presented vertical cracks, local buckling of
interior elements and tilt. 3D numerical model
with solid elements for masonry, and beam and
shell elements for reinforced concrete retrofitting.
Two linear analyses (vertical and tilted tower)
with self-weight and loads transmitted by the
annexed church. Reanalysis introducing cracking
effect as disconnected elements

[19]

Cathedral of Tortosa
(Barcelona)

Fourteenth-century Gothic cathedral, study of a
lateral oval dome (18th century) constructed in
two brick layers, which failed in 2011. 3D
geometry by photogrammetric survey, numerical
model with solid elements and nonlinear damage
analysis

[26]

Cuatrovitas tower
(Sevilla)

Twelfth-century Almohad minaret, 14.8-m-high
brick-masonry structure. 3D numerical model
with solid elements. Two static analyses: linear
and nonlinear (plasticity criteria and cracking
effect). Modal analysis for dynamic evaluation,
nonlinear time history analyses for dynamic
response of two models (3D solid elements and
simplified beam elements)

[42]

Árchez tower (Málaga) Andalusian minaret from 14th century,
16.85-m-high brick-masonry tower. 3D model
with solid elements, linear and nonlinear static
analyses (plasticity and cracking), modal analysis
and seismic analyses. Pushover analyses to
evaluate an earlier structural retrofitting

[43]

Cathedral of Mallorca Fourteenth-century Gothic cathedral. Models
consider viscoelastic behavior of masonry,
tension-compression damage model, and smeared
vs. localized damage. 3D numerical model with
solid elements for stage construction analysis and
long-term deformations. 2D numerical model for
seismic analysis with various damage criteria

[46]

Church of Apostle
Santiago (Jerez de la
Frontera)

Fifteenth-century church, which suffered several
column collapses, and currently showed vertical
cracking and damage due to dampness. 3D model
with shell and beam elements for linear analysis
and gravity loads, and evaluation of retrofitting
solution

[50]

(continued)
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Spain [13], only the most significant example has been included—in this case, the
Cathedral of Palencia. The first system classification relates to the SHM objectives
and the forecasted time span (i.e. long-term vs. short-term monitoring). The reasons
for long-term measurements include:

• Health control after retrofitting, especially for parameters related to the damage
actually repaired. Castillo et al. [10] report the complete process (i.e. diagnosis,
repair, and SHM installation and performance) involved in the singular rein-
forced concrete grandstands of the La Zarzuela racecourse in Madrid. In this
case, severe corrosion damage had to be repaired in the steel rebars of the roof.
During this intervention, electrochemical sensors were embedded in key points
in order to control the corrosion levels of the repaired structure.

Table 2 (continued)

Site Structural and analysis details References

Basilica of Pilar
(Zaragoza)

Original 9th century church, central dome from
19th century and towers in the perimeter from
20th century. Cracking in arches, deterioration of
towers, fissures and humidity affecting valuable
frescoes. Global 3D model, including soil
interaction, for the entire temple, and local model
to study the dome’s behavior. Different
construction stages and retrofitting were
considered. Linear and nonlinear (two different
criteria) analyses were performed with gravity and
thermal loads. Global model considered damage
only in tension with a smear crack approach.
Local model of the dome also considered
compression damage by crushing

[51]

Royal Monastery (Sta. Mª
de Poblet)

Twelfth-century monastery with a Romanesque
church, which exhibits extensive deformations
and material damage due to past fires and
corrosion of embedded steel elements.
A complete 3D geometric model with the
deformed shape was obtained by terrestrial laser
scanning. A detailed 3D model of a single bay
(considering its deformed shape) was constructed
with solid elements. Nonlinear analyses based on
damage continuum mechanics under different
loading hypotheses (self-weight, ground
settlement and seismic pushover analyses)

[52]

Homenaje tower
(Granada)

Twelfth-century tower inside the Alhambra
complex, 24.8-m-high brick-masonry and
rammed earth structure. Graphical limit analysis
based on thrust lines. 3D numerical model with
solid elements for linear (gravity loads) and
nonlinear pushover (concrete damage plasticity)
analyses. Simplified 2D model with shell
elements for nonlinear pushover analysis

[60]
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Another example of monitoring for preventive maintenance can be found in La
Giralda, Sevilla [54], in which an SHM system was installed after the restoration
of the vane atop the tower, a singular sculpture known as ‘‘the Giraldillo,’’ and
the steel structure that connects it to the tower. The SHM comprises several
types of sensors, and will be used to determine when the next structural
maintenance should occur. Because the system must function outdoors in harsh
climate conditions, a five-year revision is scheduled in order to replace the
sensors (due to life-cycle exhaustion).

• Structural control during retrofitting or external works. This preventive mon-
itoring features continuous control throughout the intervention that may affect
the monitored structure. For example, during the construction of an underground
railway tunnel in Barcelona, various singular heritage buildings were monitored
to ensure that subsidence did not affect the Sagrada Familia [7] or Casa Milà
[23].
The work to uncover the roman theatre in Cádiz required permanent control of
the residential buildings currently over the theatre, while structural reinforce-
ment and digging operations were cast [39].

• Preliminary study for structural diagnosis. Lombillo et al. [27] developed a
wireless monitoring system for a church in Comillas. The objective of this
preliminary monitoring phase was twofold: designing and installing a wireless
sensor network with remote access, and health monitoring prior to the structural
repairs to evaluate the detected damage. The possibility for performance during
retrofitting work is another advantage of wireless systems. Preliminary moni-
toring also serves as calibration for the post-intervention SHM.

• Time evolution based on periodic measurements. Another type of long-term
monitoring involves the use of intermittent measurements—repeating the same
procedure once every several months or years—and comparing geometric dif-
ferences between measurements. Satellite images obtained by SAR can be
useful for detecting structural displacement due to ground movements. This
technique was applied by Tomás et al. [58] to evaluate the effect of subsidence
in Santa Justa and Rufina Church in Orihuela. Traditional survey methods can
also be applied for this geometric control purpose [59].

• Preventive conservation. The MHS project is based on the concept of preventive
maintenance. The MHS algorithm [12] calibrates specific decay curves for each
monitored structure in order to determine the optimal intervention duration as a
compromise between structural health and economic investment.

Short-term monitoring can be understood as measurements registered in just one
day or over a period of a few days. Incompatibility with the normal use of the
structure makes it impossible to apply these techniques over longer periods.
Therefore, they focus on obtaining a particular characterization of the structural
condition. GPR has been used to detect different layers based on differences in the
material’s behavior. It has been applied in several historic masonry bridges in
northwestern Spain as the only characterization NDT [56]. In addition, multidis-
ciplinary diagnosis combines GPR with other techniques, such as GPR plus
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thermography for moisture content in masonry [55], and GPR plus image corre-
lation obtained with digital cameras for a structural 3D model [5] or crack detection
[30].

Martínez-Garrido and Fort [34] also performed short-term monitoring (two or
three weeks) in several heritage constructions. The purpose in these cases was to
develop a wireless monitoring system applicable in different situation. Therefore,
they tested the system under real conditions to determine the best protocols,
guaranteeing the robustness of the measurements.

A second classification can be made based on the origin of the variables to
control—mechanical, ambient or chemical, for example.

• Ambient conditions. Most of the damage that affects this type of heritage con-
struction (i.e. masonry structures) is directly related to humidity or temperature
[34]. Even the preservation of other works of art, such as frescoes [51], makes
the control of these two parameters essential in order to avoid undesirable
effects. Thermohygrometer measurements are also necessary to guarantee the
precision of other sensors (e.g. strain gauges, fiber optics), whose values have to
be corrected depending on the service ambient conditions.

• Mechanical characteristics of materials. For structural analysis, the differences
between layers of diverse materials should be determined, including layer depth,
density and mechanical strength. NDT techniques such as GPR [5], ultrasonic
devices [40] or thermography [55] are usually used for that purpose. Typically,
this sampling is performed only once during the preliminary studies.

• Dynamic properties monitoring. Dynamic behavior analysis can also be a
powerful tool for structural assessment of heritage buildings, as was noted in
some of the numerical modeling examples. This SHM can be performed as
single measures [22] or in long-term monitoring for continuous damage
detection.

• Chemical control. The presence of certain gases (due to excessive pollution) that
can affect heritage buildings or works of art is the object of some monitoring
actions [17]. Electrochemical measures are necessary to control rebar corrosion
in reinforced concrete elements [10].

Heritage Monitoring Examples: Static Versus Dynamic
Monitoring

Two monitoring approaches are discussed below. First, an SHM system was used to
control the movements in a sixteenth-century church with severe cracking in dif-
ferent parts of the structure. Second, dynamic monitoring was used to evaluate the
possible effects of extreme loading conditions involving blast-induced vibrations on
a historic fountain. These two examples are currently being developed by the
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research group of testing, simulation and modeling of structures (GRESMES) of the
University of Alicante.

Church of Saint Andrew Apostle, Jaén

The church of Saint Andrew in Villanueva del Arzobispo (Jaén) was built in the
sixteenth century. The structure exhibits several cracks in the area of the transept
and the dome. Figure 3a shows structural cracks in one of the arches; in addition,
horizontal cracking can be observed in the area of contact with the masonry dia-
phragm. The possible settlement of the arches and dome also affects the nave next
to the transept, and cracks appear in the arch and window, Fig. 3b. In order to study
the evolution of these movements, an SHM system was implemented. The instru-
mentation comprised a total of eight sensors (six linear variable displacement
transducers (LVDT) for crack opening-closing measurement, and two thermocou-
ples for temperature control). Data were able to be accessed remotely to obtain
real-time images of the structural displacements.

Figure 4 includes images of sensor installation. Figure 4b shows an LVDT that
was located in the vertical crack of the keystone of one arch, which supports the
dome. Because all monitored cracks were still active after a number of days of
monitoring, emergency measures were taken to ensure structural stability. Hence,
the scaffolding system shown in Fig. 4c was cast to support the dome’s weight in
the damaged arches while the structural reinforcement was designed and cast.

An SHM system was also used to evaluate the performance of the scaffolding
solution. Figure 5 shows the time evolution of two displacement sensors located in
the arch above the high altar, one in the lower part of the keystone and another in
the joint between the arch and the upper diaphragm. Temperature measurements
obtained in a thermocouple next to the LVDTs are also included in order to exclude
thermal effects in the structural displacements. Results for the first five months of

Fig. 3 Main structural cracks: a arch and dome junction; b nave next to the transept and dome
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Fig. 4 a Sensor installation. b LVDT sensor attached to the lower part of the arch over the high
altar. c Casting of the scaffolding system to unload one of the arches supporting the dome

Fig. 5 Temperature and displacement measurements of LVDT located in the arch over the high
altar, a in the lower part of the keystone and b in the joint between the arch and the upper
diaphragm
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monitoring are included. The effect of the scaffolding can be observed in the
changes registered after 2000 h. At around 2500 h, a readjustment of the scaf-
folding was necessary after the detection of a sudden displacement increase.

Fig. 6 a General view of the fountain and the protective screens; b sensor installation; c triaxial
setup; d relative position of the fountain and explosives; e detail of the fireworks devices; f view of
the fountain during the spectacle
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Subsequently, the widening trend in the crack opening has been reversed. This type
of monitoring will also be useful during foundation reinforcement work and
structural reloading when the scaffolding is dismantled.

Historic Fountain, Alicante

The fountain in the center of the Plaza de los Luceros in Alicante, Fig. 6a, is one of
the city’s most important monuments. This modernist structure, built in 1930, is
composed of a central body and four horse sculptures. It was repaired several times
in the early 2000s, and a retrofitting using composite materials is currently being
evaluated. One of these interventions consisted in the total dismantlement and

Fig. 7 a Vertical acceleration time history registered by a sensor attached to the fountain
structure. b Maximum accelerations and UNE 22381:1993 limits versus frequency for data
registered in a sensor attached to the ground near the structure
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subsequent reconstruction of the entire monument, due to the work on an under-
ground railway station under the plaza.

The most common types of damage are superficial cracking and spalling as a
result of nearby road traffic, water from the fountain and corrosion of the embedded
steel elements of the fountain installation. However, another possible cause should
be taken into consideration: Each year during the city festivities, several fireworks
displays (called mascletàs) are held in the plaza, near the fountain. These mascletàs,
and their location, have led to a public debate on their possible effects on the
fountain’s health. As a temporary measure, each horse sculpture has been protected
with composite protective panels during these events, Fig. 6a.

In this case, dynamic monitoring has been selected to evaluate the effect of the
blasts on the fountain elements. A monitoring system comprising eight
accelerometers attached to the fountain and on the ground was installed to measure
vibration levels due to the fireworks. The sensor installation can be observed in
Fig. 6b; an example of a triaxial setup, attached to the ground near the fountain, is
included in Fig. 6c. The relative location of the explosive charges with respect to
the monument and a detail of them are include in Fig. 6d and e, respectively. An
example of the pyrotechnic arrangement for this performance is shown in Fig. 6f.

Accelerations on all sensors were measured at 500 Hz throughout the blast
spectacle, lasting approximately 6–7 min. Figure 7a includes the accelerations
recorded at the fountain, with peak acceleration of around 0.4 g. After frequency
analysis, these values will be compared with different recommendations found in
standards UNE 22381:1993 [1] or DIN 4150-3:2015 [16] and in scientific reports.
The analysis shown in Fig. 7b represents the maximum vertical accelerations
registered in a sensor attached to the ground, which are higher than the limits
included in UNE 22381:1993 [1] for low frequencies, in a range of 1–10 Hz.
Similar conclusions can be derived for the sensors directly attached to the monu-
ment. Therefore, these blasts may produce excessive damage to the fountain, and
preventive measures should be taken.

Conclusions

This chapter has presented various systems developed by Spanish research groups
and companies in the field of SHM, applied to historic constructions and civil
engineering facilities. In recent years, techniques such as wireless or fiber optic
sensors, continuous monitoring and trigger alerts have been successfully used for
preventive maintenance and serviceability limit states. In some cases, as in the
aforementioned spin-off Spanish companies, this research led to a transfer of
knowledge between research groups and industry. The future of this industry will
require automated processes to aid experts and engineers in the rapid analysis of
large volumes of information to identify the correct course of action. Furthermore,
new monitoring techniques can lead to significant advances in SHM applications—
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for example, UAV equipped with sensor technologies such as hyperspectral cam-
eras, radar or thermography.
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Data-Driven Approach to Structural Health
Monitoring Using Statistical Learning
Algorithms

Debarshi Sen and Satish Nagarajaiah

Abstract Condition assessment and prediction of existing infrastructure systems is

a major objective in civil engineering. Structural health monitoring (SHM) achieves

this goal by continuous data acquisition from an array of sensors deployed on the

structure of interest. SHM constructs ubiquitous damage features from the acquired

data, ensuring maximum sensitivity to the onset of damage and robustness to noise

and variability in environmental and operational conditions. Traditionally, SHM has

used a model-based approach, wherein a high-fidelity model of a structure is con-

structed and studied in detail to aid engineers in detecting the onset of damage based

on deviations from an undamaged model of the system. However, given the com-

plexity of structures and the inability to perfectly model all aspects of a system, a

data-driven approach becomes an attractive alternative. In data-driven approaches,

a surrogate model, constructed using acquired data from a system, is substituted for

a real model. Although such models do not necessarily capture all the physics of

a system, they are efficient for damage detection purposes. Statistical learning al-

gorithms aid in the construction of such surrogate models, and their use has now

been extensively documented in the literature. This chapter provides a brief review

of applications of statistical learning algorithms, both supervised and unsupervised,

in SHM for real-time condition assessment of civil infrastructure systems.

Introduction

Structural health monitoring (SHM) is an essential component in both the main-

tenance of existing civil infrastructure systems and the planning of new systems.

It entails condition assessment by data acquisition from an array of sensors de-

ployed on the system of interest [1]. Condition assessment is typically followed by
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damage prediction that involves estimation of the remaining useful life [2]. The fo-

cus of this chapter is on SHM only. Condition assessment typically employs damage

detection that requires quantitative and qualitative appraisal of changes in system

properties with respect to a known undamaged state of the system. The comparison

can be performed using either an undamaged high-fidelity model of the system or a

pseudo-model constructed solely with acquired data from the system. This gives rise

to two classes of SHM techniques: model-based [3] and data-driven approaches [4].

Barthorpe [5] compares these approaches and discusses the advantages and limita-

tions of both.

A model-based approach involves the construction of a high-fidelity model of the

system, typically a finite element (FE) model. Data acquired from an undamaged

state of the system may be used to verify or update such a model. One then performs

damage detection by comparing responses from the model and the actual system,

and observing discrepancies. The major drawback of such an approach is that eval-

uation of responses from these models is generally computationally prohibitive. For

example, when simulating guided ultrasonic waves for damage detection, a finite el-

ement model with a high number of elements is necessary for reliable simulation,

which increases the computational effort dramatically [6].

In a data-driven approach, however, a surrogate model constructed from acquired

data replaces the high-fidelity model. This derives from the idea that capturing the

physics involved in a system becomes more challenging as the complexity of the sys-

tem increases. The aim of a surrogate model, on the other hand, is not necessarily to

replicate system behavior, but only to achieve efficient damage detection by accentu-

ating and quantifying the change in a system due to the onset of damage. Moreover,

because of the vast improvements in sensor technology, the volume of acquired data

is on the rise as well [7]. In light of this, the surrogate model is typically a statistical

model equipped for any of the first three levels of SHM (Rytter [8] defines the four

levels of SHM).

Statistical learning algorithms are equipped for construction of such models nec-

essary for data-driven approaches, with the help of data acquired from sensors de-

ployed on systems. Typically, these algorithms are classified as either supervised

or unsupervised [9]. Supervised statistical learning algorithms require labels for the

data used for surrogate model construction. Unsupervised algorithms, however, do

not require data labels, and are used primarily for pattern recognition in the data.

In addition, unsupervised algorithms can be used in conjunction with supervised

learning algorithms.

This chapter is a brief review of the applications of statistical learning algorithms

in data-driven SHM. We discuss the utility of using these algorithms for the pur-

pose of damage detection. We also present a few examples of applications of these

algorithms. However, algorithmic details of specific learning algorithms have been

avoided.
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Statistical Learning

In this section, we briefly discuss statistical learning and illustrate the applicability of

such algorithms for damage detection. As Bousquet et al. [10] state, The main goal
of statistical learning theory is to provide a framework for studying the problem
of inference, that is of gaining knowledge, making predictions, making decisions or
constructing models from a set of data. This resonates with the concepts of SHM and

damage detection. As discussed earlier, for data-driven approaches to SHM, we use

acquired data for model construction, and decisions are made based on predictions

from these models.

Data are generally one of two types: one with labels and the other unlabeled. Data

labels are typically used to signify the origin of the data from a specific source or

source condition. When a statistical learning algorithm uses labeled data for model

construction and label predictions for future data, it is called a supervised learning

approach. The alternative is an unsupervised learning scheme, where data labels are

either unavailable or simply not used. These algorithms, although they do not make

direct predictions about data labels, are capable of revealing inherent structures and

patterns in the data that may be crucial. We will later show how this class of learning

algorithms can be efficiently implemented for damage detection.

Supervised learning can also be divided into two types, namely regression and

classification. The key distinction between the two approaches is in the output vari-

ables obtained, which are continuous for the former and discrete for the latter. All

supervised learning algorithms require two stages. The first is training. This involves

the use of part of the data, referred to as the training data, for model construction.

Predictions are made using the model for the test data. These data are used as an

input to the constructed model for obtaining the desired predictions or outputs. For

the selection of algorithmic parameters, a process known as cross validation is per-

formed to optimize the parameters to the given data, using the training data set. For

further details, the reader is referred to the books by Hastie et al. [9] and Witten et al.

[11].

Based on the above discussion, it is clear that statistical learning algorithms are

best suited for data-driven SHM. A primer on the applicability of the various ap-

proaches discussed above can be found in Worden and Manson [12]. The following

sections will provide a few examples where statistical learning algorithms have been

applied for SHM. While these examples are by no means exhaustive, we try to cover

a range of applications of a variety of learning algorithms.
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Applications of Statistical Learning Algorithms

Supervised Learning

Classification Techniques

In this section, we discuss a few applications of supervised learning algorithms. As

explained earlier, supervised learning algorithms can be either regression or clas-

sification problems. We will discuss some examples of classifiers first, followed by

illustrations of applications of various regression algorithms in damage detection.

The Naïve-Bayes (NB) classifier is one of the most elemental base learners avail-

able in a data scientist’s arsenal. Once trained, it classifies data based on conditional

probability density functions constructed from the training data. The idea is to define

class probabilities. If X is the data set, Y is the class variable, and there are K possi-

ble classes, then the classification rule for an NB classifier (probability that variable

Y = k), based on the Bayes theorem, is defined as:

P(Y = k|X) = P(X|Y = k)P(Y = k)
∑K

i=1 P(Xi|Y = k)P(Y = k)
(1)

Addin et al. [13] used an NB classifier for damage detection in composite materi-

als using Lamb waves. The authors used underlying distinction in Lamb wave signals

generated by different kinds of damage. Muralidharan and Sugumaran [14] also used

an NB classifier for fault detection in centrifugal pumps; however, they demonstrated

that a Bayes net classifier produced higher accuracy for their experiments. An exten-

sion of the NB classifier is linear discriminant analysis (LDA) with Fisher’s discrim-

inant. The key idea is to evaluate optimum discriminant functions that maximize the

difference between various classes of data. For this, LDA assumes a Gaussian dis-

tribution for the random variable X|Y = k, with the same covariance for all classes.

Farrar et al. [15] used LDA on acceleration data acquired from a concrete column

for damage detection. Guadenzi et al. [16] also used LDA for low- velocity impact

damage detection in laminated composite plates.

Support vector machines (SVM) are another classifier that constructs linear or

nonlinear functions that separate various classes of data in the sample space. It is

based on maximizing the distance of data points, belonging to distinct classes, to

these separating hyperplanes. SVM solves the following optimization problem in a

sample space:

min
𝛽0,𝛽

‖𝛽‖22

subject to yi
(
xTi 𝛽 + 𝛽0

)
≥ 1 ∀i = 1,… , n.

(2)

where xi is a data point in the sample space, 𝛽 is the slope of a normal to optimal

separating hyperplane, 𝛽0 is an intercept, and yi is a class variable that can take values
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of either +1 or −1. This variable essentially aids in the binary classification of the

data.

Typically, SVMs are designed for solving two-class classification problems. How-

ever, they can be extended to solve multi-class problems as well. He and Yan [17]

used an SVM-based damage detection scheme for a spherical lattice dome, where

feature extraction was performed using wavelet transform of the ambient vibration

data of the structure. Shimada et al. [18] employed SVM for damage detection in

power distribution poles. Bulut et al. [19] proposed an SHM system for the Humboldt

Bay Bridge using SVM, in which data acquired from a numerical impact test on the

bridge were used for damage detection. Chattopadhyay et al. [20] used a nonlinear

version of SVM for damage detection in composite laminates. A nonlinear version

implies that the optimal separating hyperplane is a nonlinear function. Bornn et al.

[21] employed SVM in conjunction with an autoregressive (AR) model for damage

detection as well as localization by signal reconstruction and residual estimation.

They reconstructed the signal using an AR model and used SVM for damage clas-

sification. For nonlinear SVM, they used a Gaussian kernel. Worden and Lane [22]

demonstrated the general efficacy of SVM as a statistical learning algorithm for clas-

sification problems in engineering.

Trees are another type of popular base learner for classification. They are top-

down recursive partitions of the feature or data space via binary splits. Although

they are poor predictors, they are adept at making interpretations from data sets that

eventually aid in decision making. Kilundu et al. [23] employed decision trees to

develop an early detection system for bearing damage, in which they used features

extracted from vibration data of bearings to train the trees. Vitola et al. [24] also

demonstrated the use of trees for damage detection in aluminum plates using high-

frequency waves, and showed the efficacy of bagging and boosting trees. Bagging,

which stands for bootstrap aggregation, as the name suggests, involves bootstrapping

(re-sampling) of training data and application of multiple trees to the enlarged data

set. The key idea is to reduce the variance in estimates based on the law of large num-

bers. Boosting, on the other hand, does not involve data duplication. It is a weighted

congregation of results from weak base learners trained using a randomly allocated

portion of the training data.

Regression Techniques

Regression algorithms is also used for the purpose of damage detection. As discussed

earlier, regression algorithms are generally used to build models consisting of con-

tinuous variables using only available data. The output of such regression models is

hence not discrete. The most classical form of regression is linear regression or least

squares, which attempts to solve the following:

Ytr = Xtr𝛽 (3)
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where Ytr ∈ ℝn×1
is the vector of training labels, Xtr ∈ ℝn×p

is the training data ma-

trix, and 𝛽 ∈ ℝp×1
are the coefficients to be estimated by the following optimization

problem:

min
𝛽

‖Ytr − Xtr𝛽‖
2
2 (4)

where ‖.‖2 is the 𝓁2-norm. The optimal 𝛽 obtained from the above equation is:

𝛽 = (XT
trXtr)−1XT

trYtr (5)

The 𝛽 obtained above is then used for making label predictions for a test data set:

Ytst = Xtst𝛽 (6)

where the subscript tst stands for test data sets. Pan [25] and Shahidi et al. [26] used

linear regression for damage detection in structures. They formulated the modal ex-

pansion of a dynamic response as a linear regression problem, and used the deviation

in slope between the damaged and undamaged models as a damage feature. They

demonstrated the use of both single- and multi-variable linear regression.

However, least squares regression suffers drawbacks related to collinearity (re-

sults in a singular XT
trXtr), high dimensionality of data, and computational issues

associated with matrix inversion. To overcome these problems, regularization terms

are added to the optimization problem. Two popular regression techniques that can

overcome these issues can be found in the literature: Tikhonov regularization or ridge

regression, and Sparse Regression.

Ridge regression is based on constraining the elements of vector 𝛽 evaluated using

least squares. The updated optimization problem is as follows:

min
𝛽

‖Ytr − Xtr𝛽‖
2
2

subject to ‖𝛽‖22 ≤ t
(7)

The more popular Lagrange equivalent form of ridge regression is:

min
𝛽

‖Ytr − Xtr𝛽‖
2
2 + 𝜆‖𝛽‖22, 𝜆 ≥ 0 (8)

where 𝜆 is the regularization parameter. The solution to the ridge regression opti-

mization problem is:

𝛽ridge =
(
XT

trXtr + 2𝜆𝕀
)−1XT

trYtr (9)

Sparse regression is another approach for overcoming the drawbacks of least

squares regression. A vector of length n is k-sparse, if and only if k ≪ n. If the need

of a problem statement is a sparse 𝛽, the above optimization problem can be further

modified by replacing the 𝓁2-norm by an 𝓁1-norm. Although the 𝓁1-norm is a weak
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definition of sparsity relative to the 𝓁0-norm, it allows for the optimization problem

to remain convex, guaranteeing a global optimum. The use of 𝓁1-norm instead of

𝓁0-norm for sparse regression is referred to as a convex relaxation. The optimization

problem associated with sparse regression is:

min
𝛽

‖Ytr − Xtr𝛽‖
2
2 + 𝜆‖𝛽‖1, 𝜆 ≥ 0 (10)

where 𝜆 again is the regularization parameter. The choice of the parameter 𝜆 for

both ridge and sparse regression is made by performing cross-validation studies on

the training data set.

Zhang and Xu [27] compared both regularized algorithms for application to

vibration-based damage detection and showed that sparse regularization performed

better. Yang and Nagarajaiah [28] used sparse regression to solve the damage detec-

tion problem in a sparse representation framework. The key idea was to construct

a dictionary of features for a variety of possible damage scenarios. A sparse vector

was then used to point to a specific element (a specific damage scenario) of the dic-

tionary which best defined a given test signal. Yang and Nagarajaiah [29] also use

sparse regression in a novel sparse component analysis technique that performs blind

identification using limited sensor data.

Unsupervised Learning

In this section, we discuss the various applications of unsupervised learning in dam-

age detection. As mentioned earlier, unsupervised learning does not use data labels;

rather, they exhibit inherent patterns and structures useful for damage detection in the

data. The most common unsupervised algorithms are principal component analysis

(PCA), independent component analysis (ICA), and clustering algorithms. Cluster-

ing algorithms can range from k-means clustering to hierarchical clustering.

PCA is well equipped for performing two tasks, namely, data compression and

data visualization. The notion of principal components is mathematically defined as

the eigenvectors of the covariance matrix of a data set. Physically, they represent the

directions of maximum variances. The data, when projected onto these eigenvectors,

help to observe patterns in the data that aid in damage detection. For a data matrix

X ∈ ℝn×p
, the covariance matrix is defined as XTX. It can be shown that the eigen-

vectors of the covariance matrix are equivalent to the right singular vectors V of X,

defined as X = UDVT
. The projection of the data in the eigenvector space is then

defined by X̂ = XV = UD.

As discussed earlier, PCA is used in most damage detection studies for reducing

the dimensions of the data. This helps increase the numerical efficiency of most algo-

rithms. The idea is to reconstruct the data matrix using eigenvectors with significant

singular values only. Zang and Imregun [30] used PCA for frequency response func-

tion (FRF) data reduction for application to an artificial neural network (ANN)-based
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damage detection scheme. Yan et al. [31, 32] employed PCA for damage detection in

bridges under varying environmental conditions. They used a portion of the undam-

aged data for obtaining the principal component directions, which were subsequently

used for estimating changes between damaged and undamaged data from projections

along these directions. Tibaduiza et al. [33] included a brief review of applications

of PCA for SHM.

Similar to PCA, ICA too is a matrix factorization algorithm. The algorithm was

first developed for solving the blind source separation (BSS) problem. It is defined

as the retrieval of a set of k independent signals of length n, S ∈ ℝk×n
and a cor-

responding mixing matrix A ∈ ℝk×k
from a set of recorded signals X ∈ ℝk×n

that

are assumed to be a mixture of the independent signals. Mathematically, this can be

expressed as:

X = AS (11)

The key distinction between PCA and ICA is that PCA evaluates projection direc-

tions for maximum variance, whereas ICA evaluates most statistically independent

vectors that can construct the given data set. Tibaduiza et al. [34] compared the per-

formance of PCA with ICA for damage detection by active sensing in plates using

high-frequency waves. They reported that ICA did not necessarily hold an advantage

over PCA for their application. Similar to that with PCA, Zang et al. [35] employed

ICA for data reduction for use in FRF damage classification using an ANN. Yang and

Nagarajaiah [36] used ICA in conjunction with wavelet transform for blind damage

identification.

Another class of unsupervised learning algorithms is the clustering algorithms.

Although they cannot perform data reduction like PCA and ICA, they are effective

in recognizing different patterns in data that might be useful for damage detection.

Da Silva et al. [37] compared the performance of two fuzzy clustering algorithms

for damage classification from vibration-based data. Park et al. [38] used a k-means

clustering algorithm for damage detection using electromechanical impedance. The

clustering algorithm was used on principal component projections of the impedance

data acquired from an experimental beam. Santos et al. [39] employed a mean shift

clustering algorithm for damage detection on the data from the Z-24 bridge. They

also compared the performance of the proposed algorithm to that of k-means clus-

tering, fuzzy c-means clustering, and Gaussian mixture model (GMM)-based tech-

niques. Nair and Kiremidjian [40] demonstrated the use of GMMs for damage de-

tection using vibration data from a benchmark building. Sen and Nagarajaiah [41]

used hierarchical clustering for developing a semi-supervised learning approach to

damage detection in steel pipes using guided ultrasonic waves. The objective was to

detect the presence of damage using a minimum number of piezoelectric actuators

and sensors.

Figure 1 shows a typical result of the application of the semi-supervised learning

algorithm. The data are acquired from a single actuator and sensor pair. A narrow-

band pulse ensures minimal dispersion of Lamb waves propagating in the steel pipes.

The central frequency of the pulse used for actuation is appropriately selected to min-
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Fig. 1 Results from Sen and Nagarajaiah [41]. This figure shows the efficacy of hierarchical clus-

tering in detecting the presence of damage in a steel pipe

imize the number of propagating wave modes. In both figures, data are projected onto

a two-dimensional plane whose basis vectors are the first two principal components.

Figure 1b shows the actual labels of each data point, the damaged and the undam-

aged data acquired from a steel pipe. The damaged data points are of three types,

namely, regions 1, 2, and 3. These regions specify the location of the damage in re-

lation to the location of the actuator and sensor. Figure 1a shows the clusters obtained

from hierarchical clustering. Clearly, clusters 1 and 2 consist of all the undamaged

data and damaged data, respectively, thus demonstrating the efficacy of the proposed

approach.

Conclusions

In this chapter, we have reviewed some of the most popular techniques from statisti-

cal learning that have been used for damage detection, as well as SHM in general. We

discussed the application of both supervised and unsupervised learning algorithms

in this field. With the advent of a data deluge in the field of SHM, a move from

model-based algorithms to data-driven approaches is necessary. The use of statisti-

cal learning algorithms not only makes for robust and efficient SHM systems, but

also leads to a reduction in computational effort relative to model-based methods,

which typically involve high-fidelity modeling of systems. This lays the foundation

for developing online SHM systems aimed at performing damage detection in real

time, with minimal human interference.
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Vibration-Based Monitoring of Civil
Structures with Subspace-Based Damage
Detection

Michael Döhler, Falk Hille and Laurent Mevel

Abstract Automatic vibration-based structural health monitoring has been recog-

nized as a useful alternative or addition to visual inspections or local non-destructive

testing performed manually. It is, in particular, suitable for mechanical and aeronau-

tical structures as well as on civil structures, including cultural heritage sites. The

main challenge is to provide a robust damage diagnosis from the recorded vibration

measurements, for which statistical signal processing methods are required. In this

chapter, a damage detection method is presented that compares vibration measure-

ments from the current system to a reference state in a hypothesis test, where data-

related uncertainties are taken into account. The computation of the test statistic on

new measurements is straightforward and does not require a separate modal identi-

fication. The performance of the method is firstly shown on a steel frame structure

in a laboratory experiment. Secondly, the application on real measurements on S101

Bridge is shown during a progressive damage test, where damage was successfully

detected for different damage scenarios.
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Introduction

Structural health monitoring (SHM) has the goal of determining the system health,

i.e. the occurrence and characterization of damages, based on the measurement data

recorded on the monitored structure [16]. With statistical signal processing tech-

niques, one can find damages automatically within a monitored structure, before they

grow to dangerous extents. Automatic inspection is of enormous value for structures

with high failure consequences or poor accessibility, such as bridges, structures of

cultural heritage, offshore constructions, large engineering structures, power plants,

etc. With these means, maintenance operations can be optimized and costly down-

time kept to a minimum, while the structural safety is increased.

Vibration-based SHM has shown great potential for automated damage monitor-

ing [8]. Methods for damage assessment are categorized into four groups of increas-

ing difficulty and complexity: (1) detection, (2) localization, (3) quantification, and

(4) prognosis of remaining life [21]. Many methods have been proposed in the lit-

erature (see e.g. reviews [9, 15]), with however few methods taking into account

the statistical nature of the vibration measurements, which is essential for robust-

ness under realistic (noisy) operational conditions in practice. Among the methods

for damage assessment, the detection methods are currently the most developed and

some of them have matured to an industrial application level [22].

Vibration-based damage detection is performed on the rationale that damage

affects the stiffness of the monitored structure and, thus, changes its dynamic proper-

ties. The analysis of the dynamic properties can be performed entirely based on mea-

surements, without the need of a finite element model. Many of the currently used

vibration-based methods for early damage detection perform modal system identifi-

cation and compare the obtained modal parameter of the actual state with those of

the undamaged state, e.g. by using control charts [19, 20]. In this context, especially

the natural frequencies are used for a comparison, as they can be reliably identified.

However, the automated estimation of modal parameters from a system identification

method and matching them from measurements of different states of the structure

for their comparison might require an extensive preprocessing step. Other methods

avoid the system identification step in the possibly damaged state. For instance, such

methods include non-parametric change detection based on novelty detection [24,

25], whiteness tests on Kalman filter innovations [7] or other data-driven features

that are sensitive to changes in the modal parameters.

The subspace-based damage detection approach [4, 6, 11–13], which will be con-

sidered in this chapter, also falls into the latter category. In this method, a data-driven

model is obtained in the reference state and compared to measurements from an

unknown, possibly damaged state. This comparison is performed using a subspace-

based residual function and a 𝜒
2
-test built on it for a hypothesis test, without actu-

ally estimating the modal parameters in the unknown, possibly damaged states. In

this way, the entire structural response is taken into account. This approach pro-

vides a complete statistical framework for analyzing a damage residual for both ref-

erence and possibly damaged structures. The asymptotic probability distribution of
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the considered damage residual is given and a statistical hypothesis test to detect

damage in the structure has been proposed.

In this chapter, the subspace-based damage detection method is presented. The

performance of the method is firstly shown on a steel frame structure in a labora-

tory experiment. Secondly, the application on real measurements on S101 Bridge is

shown during a progressive damage test, where damage was successfully detected

for different damage scenarios.

Subspace-Based Damage Detection

In this section, the subspace-based damage detection algorithm is introduced. With

this global automated damage detection method, vibration measurements from the

current system are compared to a reference state in a subspace-based residual vector.

In a hypothesis test, the uncertainties of the residual are taken into account and the

respective test statistic is compared to a threshold in order to decide if the structure

is damaged or not.

Dynamic Structural System Model

The vibration behaviour of the monitored structure is assumed to be described by a

linear time-invariant dynamical system

M z̈(t) + C ż(t) +K z(t) = 𝜐(t), (1)

where t denotes continuous time; M ,C ,K ∈ ℝm×m
are mass, damping, and stiff-

ness matrices, respectively; the state vector z(t) ∈ ℝm
is the displacement vector of

the m degrees of freedom of the structure; and 𝜐(t) is the external force. Since the

excitation is usually ambient and unmeasured for long-term monitoring, the external

force is modelled as white noise.

Observed at r sensor positions (e.g. by displacement, velocity or acceleration sen-

sors) at discrete time instants t = k𝜏 (with sampling rate 1∕𝜏), system (1) can be

transformed into a discrete-time state space system model [18]

{
xk+1 = Axk + vk
yk = Cxk + wk

(2)

with the state vector xk =
[
z(k𝜏)T ż(k𝜏)T

]T ∈ ℝn
, the measured outputs yk ∈ ℝr

, the

state transition matrix
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A = exp
([

0 I
−M −1K −M −1C

]
𝜏

)
∈ ℝn×n

and the observation matrix

C =
[
Ld − LaM −1K Lv − LaM −1C

]
∈ ℝr×n

,

where n = 2m is the model order and Ld,Lv,Lc ∈ {0, 1}r×m are selection matri-

ces indicating the positions of displacement, velocity or acceleration sensors at the

degrees of freedom of the structure, respectively. The state noise vk and output noise

wk are unmeasured and assumed to be centered and square integrable.

Damages in the monitored system correspond to changes in the matrices M , C or

K in (1), e.g. loss of mass or loss of stiffness, and affect the system matrices (A,C)
in (2) and the modal parameters (natural frequencies, damping ratios, mode shapes).

Hence, damages in model (1) can be equivalently detected as changes in the system

matrices in (2). Based on measurements yk of the monitored system from a reference

and from a possibly damaged state, a residual vector is defined based on subspace

properties, as outlined in the following section.

Description of the Method

In [4, 6] a residual vector was proposed whose mean is zero in the reference state,

and non-zero in the damaged state. It is computed from the measurements yk without

actually identifying the modal parameters in the unknown, possibly damaged state.

The considered residual is associated with a covariance-driven output-only subspace

identification algorithm as follows.

Define the block Hankel matrix Hp+1,q of the output covariances Ri = 𝐄(ykyTk−i)
as

Hp+1,q
def
=

⎡⎢⎢⎢⎣

R1 R2 … Rq
R2 R3 … Rq+1
⋮ ⋮ ⋱ ⋮

Rp+1 Rp+2 … Rp+q

⎤⎥⎥⎥⎦
def
= Hank(Ri),

where the parameters p and q are chosen such that min{pr, qr} > n with usually

p + 1 = q. It possesses the well-known factorization property

Hp+1,q = Op+1Cq (3)

into the matrices of observability and controllability
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Op+1 =
⎡⎢⎢⎢⎣

C
CA
⋮
CAp

⎤⎥⎥⎥⎦
, Cq =

[
G AG … Aq−1G

]
, (4)

where G = 𝐄(xk+1yTk ) is the cross-covariance between the states and the outputs.

From a singular value decomposition of Hp+1,q, the left null space matrix S can

be obtained with the characteristic property

STHp+1,q = 0 (5)

in the reference state of the structure. If the system is damaged, the matrices (A,C)
and thus Hp+1,q change, thus the product STHp+1,q is not zero anymore in the dam-

aged state.

Based on these properties, a residual vector is defined as follows. From a set of

output measurements yk, k = 1,… ,N, estimates of the output covariances and the

Hankel matrix are computed as

R̂i =
1
N

N∑
k=1

ykyTk−i, Ĥp+1,q = Hank(R̂i),

and the residual vector is defined as

𝜁 =
√
N vec(STĤp+1,q), (6)

where vec(⋅) denotes the column stacking vectorization operator. Due to property (5),

the mean of 𝜁 is zero in the reference state of the structure, and non-zero in the

damaged state. The residual vector 𝜁 is asymptotically Gaussian distributed [4]. Let

Σ be the asymptotic residual covariance matrix. Then, the corresponding hypothesis

test for a decision between𝐇0: the system is in the reference state, and𝐇1: the system

is in a damaged state, leads to the test statistic

s = 𝜁
TΣ−1

𝜁, (7)

which is asymptotically 𝜒
2

distributed with a non-centrality parameter in the dam-

aged state. To decide if the monitored structure is damaged or not, the test statistic

s is compared to a threshold t, and damage is announced if s > t. The threshold t is

typically chosen such that the probability of false alarms (type I error) is below a

certain level. An example of the probability distributions of the test statistic s in the

reference and damaged states is given in Fig. 1. Computational details for obtain-

ing estimates of the null space matrix S, covariance matrix Σ and the threshold t
in the reference state of the monitored structure, which are required for the damage

detection test, are given in the Appendix.
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Reference
state pdf

Damaged state pdf

non-centrality parameter 

threshold

Type II error Type I error χ²

Fig. 1 Scheme of the probability density functions (pdf) of the 𝜒
2
-distributed damage detection

test statistic s in the reference and in a damaged state

Note that the multiplication with

√
N in the definition of the residual vector (6)

ensures its asymptotic Gaussianity through the central limit theorem, and thus the

definition of a 𝜒
2
-distributed test statistic in (7). Moreover, this statistical framework

allows the detection of very small damages if the number of measurements N is

large enough. A detailed description of the statistical framework and more theoretical

insight of this method is given in [4, 12–14], including parametric test variants.

Robustness to Environmental Nuisances

In the previous section, the subspace-based damage detection test is given in its most

basic version. The test is set up entirely on measurement data without the need of

a numerical model, and no modal analysis is required at all. It takes into account

the natural variability that is related to the measurements, which is due to unknown

ambient excitation and measurement noise. While it is convenient for many appli-

cations, additional robustness to natural environmental changes like excitation or

temperature variations can be easily accounted for.

Changes in the ambient excitation properties do not affect the dynamic properties

of the structure, but may have an influence on the test statistic (7) that is directly

computed on the measurements. Robustness to such changes is achieved by a slight

modification of the residual vector (6), where the Hankel matrix estimate Ĥp+1,q is

replaced by the matrix U1 of its principal left singular vectors as in (9), leading to

the robust residual

𝜁 =
√
N vec(STU1).
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Since the principal left singular vectors of Hp+1,q also satisfy the characteristic prop-

erty (5) of the reference state, the robust residual 𝜁 similarly detects changes in the

dynamic system properties, with the advantage that U1 is an orthonormal matrix and

thus independent from scaling due to excitation changes. The respective test statistic

with the appropriate covariance matrix Σ̃ is, analoguously,

s̃ = 𝜁
T Σ̃−1

𝜁. (8)

Further theoretical and implementation details are given in [12, 13].

Temperature variations can be taken into account in a non-parametric or in a para-

metric way. In the non-parametric way, the left null space matrix S and the residual

covariance matrix Σ are computed on several datasets that are recorded under differ-

ent temperature scenarios [1]. In this way, the variation of the residual due to tem-

perature changes is eliminated in the test statistic. In the parametric way, a model

describes the influence of the temperature on the monitored structure. Then, varia-

tions in the temperature parameter can be rejected in the test statistic as nuisance or

the left null space matrix S can be adjusted with the temperature [2, 5].

Application to a Steel Frame

In this section, the damage detection method is applied to a scaled two-dimensional

section of a jacket-type support structure of an offshore wind turbine in a laboratory

experiment. In practice, these support structures are used in deep sea waters of 30 m

and more. They generally include a significant number of highly stressed joints and,

therefore, possess a high vulnerability to fatigue damage. In addition, most of the

structural components are situated under sea level which makes damage investigation

costly. This leads to the application of robust SHM techniques.

Laboratory Test Configuration

The developed model structure out of steel pipe components represents a scaled two-

dimensional section of a jacket-type support structure of an offshore wind turbine as

they are common for wind park installations. The scale of the general dimensions is

approximately 1:10. The lab model is designed with one and a half diagonal bracings

between two legs. The upper completion is formed by an I-sectional girder. At the

lower end the legs end in steel foot plates. With exception of the damage sections all

structural parts of the model are welded. The foot plates are screwed via a transition

piece to the lab floor. In the third direction the structure is held on the head girder by

an auxiliary construction, whose two fork-like support bars allow for the horizontal
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Fig. 2 Laboratory test stand at BAM

movement of the head girder. Figure 2 shows the laboratory test structure in the proof

testing facilities at BAM.

The damage to be modeled is supposed to represent fatigue cracks according to the

characteristic cyclic stressing which can even escalate by resonance effects as well

as due to the notches in the material from the welding process. The descriptiveness

of the damage in location and quantification for comparison of different test series

within the study as well as reversibility of the inserted damage for the ability to repeat

test series were considered for the damage modeling.

For the difficulty in designing a reversible damage in the joint area of a gusset,

the damage areas of the laboratory structure were constructed with a shift into the

steel tube domain. A crack-like damage can be induced artificially by the loosening

of bolted flange connection at one K-type gusset of the model structure. Four of such

flange connections are designed, each at the four ends of the K-type gusset. So there

were two damage locations at the leg and two at the bracing diagonal. In Fig. 2 the

four flanges at the end of the red drawn component on the left side of the model can

be seen at each end of the red K-type gusset.

During the test series, dynamic excitations and cyclic loading of the laboratory

structure were deployed. With different excitations the dependency of the detection

of simulated damage on the frequency and energy input of the excitation source was

examined. The excitation for the tests was provided by an electrodynamic shaker.

A broadband random acceleration signal with a frequency content between 10 Hz

and 1000 Hz was produced by a shaker control unit and was induced after ampli-
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fication via the shaker at the top of the structure. The shaker was equipped with a

5 kg excitation mass and the excitation direction was horizontal and approximately

30 ◦
rotated out of the in-plane-direction. Eight piezoelectric accelerometers were

applied at the structure for the vibration measurements. The sensors were connected

with the structure by permanent magnets and measured in the direction perpendic-

ular to the surface they were applied to. The signals were amplified, recorded and

stored with a 20-channel DIFA measurement unit.

Artificial Damage Detection Tests

In a first test stage, the general reaction of the test as well as its robustness to chang-

ing ambient excitation levels were investigated. The damage location was chosen

at the lower brace of the flange. In the reference state all bolts were screwed tight.

For inducing damage, successively one, two, three, five or seven adjacent bolts were

unscrewed, each representing a fatigue crack of increasing length. Thereby, the loos-

ening of three bolts is comparable with a reduction of the moment of inertia by 3%,

whereas the unscrewing of seven bolts means a loss of 30% of the bending stiffness.

To validate the damage detection algorithm under changing excitation, three exci-

tation (power) levels were used for each damage state. Besides the full scale level, a

reduction of 5 dB and a reduction of 10 dB with respect to the full scale level were

performed and are denoted as “Excitation 1”, “Excitation 2” and “Excitation 3” in

the tests, respectively. A reduction of 5 dB accounts for a power ratio of ≈0.31 and

an amplitude ratio of ≈0.56 and a reduction of 10 dB for a power ratio of 0.1 and

an amplitude ratio of ≈0.31. The full-scale excitation power level was chosen pre-

liminary in dependence of the shaker performance. For each damage level and each

excitation level, four signals of 16.4 s length was measured.

In Fig. 3a, the test statistic s from (7) is computed on the datasets with excitation

1. The test values increase with the damage size, where the damage cases of five

and seven loosened bolts are well above the threshold that was established in the

reference state. The robustness to unknown changing excitation properties is tested

with the robust test variant (8). Results for the three different excitation levels are

shown in Fig. 3b. There are small fluctuations of the test values in the reference state

and in the states with small damage, but these fluctuations are not significant with

respect to the established threshold. For the damages of three or more loosened bolts,

these variations seem to be independent from the excitation level, which validates

the robustness of the test to changing excitation. The relatively small damage of

only three loosened bolts can be detected, and the further damages of five and seven

loosened bolts are clearly above the threshold. Further details and results of this

experiment are given in [10].
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(b) Robust test variant (8) under different excita-
tion levels.

Fig. 3 Damage detection tests on steel frame structure for different damage extents (log-scale)

Fatigue Damage Detection Tests

In the next step, a fatigue test was accomplished to test the applicability of the dam-

age detection method to real damage. The test procedure consisted of two alternat-

ing tasks: the insertion of the fatigue relevant load cycles and the measurement of

dynamic response series for determination of the damage detection test value. A

load series with a constant alternating horizontal force of ±50 kN was applied at the

top girder of the structure with a frequency of 3 Hz. After completion of each load

series, a damage test was conducted, where a broadband random excitation signal

with a frequency content between 10 and 1000 Hz was produced by the shaker. The

vibration response was measured with nine piezoelectric accelerometers at the struc-

ture. A total of ten load series (with varying number of load cycles) and, therefore,

ten damage states were applied. The fatigue damage did not occur at the expected

location of one gusset, but at the welded connection of the legs to the footplate. After

approximately 152,000 load cycles, the loading was stopped, since the cracks had a

considerable length of approximately a = 100mm each (Fig. 4).

The result of the subspace-based damage detection is shown in Fig. 5. The bars

represent the mean of 10 to 30 tests executed in one damage state and the error bars

represent the related standard deviation. The diagram shows a continuous increase of

the 𝜒
2
-test value, except for the final load series, where a significant drop of the value

is noticeable. The reason for this evolution is, that a first fatigue crack has evolved

at one leg-footplate connection during load series 3 to 9. Due to stress redistribution

in the last loading series, a second fatigue crack developed at the other leg-footplate

connection of the structure. During progression of the first crack, the modal system

changed gradually with the effect of a continuous increase of the damage test value,

while the second crack resulted in a distinct switch back of the modal system and

thus led to a decrease of the test value. A detailed description of the fatigue test and

discussion of its result is given in [17]. Note that the fatigue damage was successfully
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Fig. 4 First fatigue crack at one jacket foot

Fig. 5 Mean and standard

deviation of damage

detection test values for the

10 damage states

detected with the presented technique. The relationship between the test value and

the actual damage extent is non-trivial and requires the usage of further damage

quantification techniques [14].

Application to S101 Bridge in Progressive Damage Test

Within the European research project, “Integrated European Industrial Risk Reduc-

tion System (IRIS)” a prestressed concrete bridge was artificially damaged [23]. The

intention was to provide a complete set of monitoring data during a defined loss of

structural integrity for testing and evaluation of various SHM methods and appli-

cations. Therefore, the static and dynamic behavior of the structure was measured

permanently during the three-day damaging process. The progressive damage cam-

paign was planned and organized by the Austrian company VCE. The characteristics



www.manaraa.com

318 M. Döhler et al.

of the structure under observation, the measurement campaign and the introduced

damages are presented briefly.

The S101 Bridge

The S101 Bridge (Fig. 6) was a prestressed concrete bridge from the early 1960 s and,

therefore, a characteristic representative of the partly invalid highway infrastructure

asset in Europe. Despite a general lack of experience in the time of their design, pre-

stressed concrete was a very popular construction type in those days. Retrospectively,

some of the major design assumptions proved to be erroneous and after short peri-

ods of operation significant and characteristic damage patterns occurred at the struc-

ture. The load bearing capacity and especially the durability of the bridges remained

mostly limited despite costly retrofitting activities. In addition, an increase of heavy

load vehicle traffic has been ongoing since the start of operation. Thus, prestressed

bridge structures in central Europe have been exposed to degradation processes initi-

ated by poor design, while the operational loading and the associated dynamic stress-

ing increases steadily in the same time.

Damage Description

The progressive damage test took place from 10–13 December 2008. During the test

the highway beneath the bridge was open in one direction. The second direction was

closed for traffic because of construction works, which in addition took place near

the bridge.

Two major damage scenarios were artificially induced. First, a significant damage

of one of the four columns was inserted by cutting through the column on its lower

Fig. 6 Bridge S101 during damage test [23]
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Fig. 7 Progressive damage of column and tendons on bridge S101 [23]

end. With this action a change in the global structural system was implemented.

After a second cut a 5 cm thick slice of the column was removed and the column

was lowered for altogether 3 cm. Afterwards the column was uplifted again to its

original position and secured there by steel plates. Then, prestressing tendons of one

of the beams were cut successively for a second damage scenario. All in all three

and a quarter of a wire bundle were cut through. Between each intersection pauses

of several hours were kept to let the structural system change into a new state of

equilibrium. Pictures of both scenarios of the progressive damaging are shown in

Fig. 7. In Table 1 all damage actions are sorted in chronological order.

Measurement Description

For the vibration measurements a BRIMOS
®

measurement system with a permanent

sensor grid was used. The grid consisted of 15 sensor locations on the bridge deck

(see Fig. 8), in each location three sensors for measurements in the bridge deck’s

vertical, longitudinal and transversal direction. Altogether, 45 acceleration sensors

were applied.
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Table 1 Notation of consecutive damage actions

Damage action Damage action

A Begin of cutting

through column

G Uplifting column

B End of second cut

through column

H Exposing cables and

cutting of 1st cable

C Lowering of column –

1st step (10 mm)

I Cutting through 2nd

cable

D Lowering of column –

2nd step (20 mm)

J Cutting through 3rd

cable

E Lowering of column –

3rd step (27 mm)

K Partly cutting of 4th

cable

F Inserting steel plates

Fig. 8 Location of the sensors on the bridge deck [23]

The data were recorded permanently with a sampling frequency of 500 Hz. Dur-

ing the three days measurement campaign, 714 data files each containing 45 channels

with 165 000 data points were produced, corresponding to 5.5 min of measurements

each.

Data Analysis

The vibration measurements were recorded throughout the whole three day long

damage test, including the nights. The measurement campaign started approximately

12 h before the damage of the column was introduced to monitor the undamaged state

for an adequate time period.

The reference state of the undamaged structure was set up by computing and aver-

aging the reference matrices from several datasets. With this approach [1], a possi-

ble disturbance by single excitation events or different environmental conditions is

minimized. In the test stage, the test statistics s in (7) is computed for every data

set, which in real time means an indicator of damage for every 5.5 min. Note that

no modal parameter estimation or tracking is necessary for this damage detection

approach.
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Results of Damage Detection

Figure 9 shows a bar plot of values as damage indicators of all consecutive tests

within the three days campaign, where all 45 sensors (r = r0 = 45) were used. For

the computation of the residual covariance matrix 100 datasets of the undamaged

state were used. The abscissa of the plot describes the chronological sequence of the

damage activities as noted in Table 1 as well as the 6:00 am and 6:00 pm points of

time for orientation.

The reaction of the damage detection test at the main damage events can be easily

observed. From the measurements in the reference state (before damage event A), a

threshold of the damage indicator can be set easily, such that all the subsequent sce-

narios after damage event B would be correctly classified as damaged. This qualifies

the proposed method for damage detection. In the following, the obtained results

are analyzed in more detail. It can be seen that the damage indication is interfered by

noise in the ambient excitation of the bridge. The s values periodically swell up in the

morning and ebb away in the evening. It is assumed that the traffic going underneath

the bridge and/or the construction work nearby are the source of the noise. Since

the measurements in the reference state were only taken during 12 h in the night, an

extension of the measurement time period of the undamaged state to a whole day

circle might reduce these disturbances significantly when taken into account in the

residual covariance matrix. Influences by solar radiation and/or temperature alter-

nation can be excluded, since during the three-day campaign misty winter weather

with only moderate temperature changes just below freezing was dominant.

Figure 10 shows the damage indicator during the several steps of the first damage

scenario, the cutting and settling of one of the four bridge columns. With excep-

tion of the time periods of the direct mechanical destruction processes, the displayed

sequence of damage indicators has a consecutive course. As can be seen in Fig. 10,

Fig. 9 Course of the damage indicator over the three-day damage test
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Fig. 10 Damage indicator for cutting and settling of one bridge column, detail of damage indicator

for cutting through one bridge column

the three steps of the column settlement action are very distinctive in their influ-

ence on the computed damage indicator. Obviously, the dynamic system has changed

to quite some extent, and the elastic settlement of altogether 27 mm can be clearly

detected. Although not that strongly visible, the cutting of the column (A+B) also

caused an increase of the indicator of approximately 75 %. However it has to be men-

tioned that the absolute effect is superimposed by noise effects. The inlet in Fig. 10

shows a detail of that time period.

The column remained in the settled condition for approximately one day and was

then uplifted again in its former position (event G). The effect of the uplifting is again

clearly visible in Fig. 9 by a drop of the damage indicator. However, the indicator did

not drop completely to its original value, which is certainly due to the fact that the

lowering of one column has led to cracking within the concrete structure to some

extent and hence to a change of the dynamic signature of the system.

As one can see in Fig. 9, the cutting of the prestressing tendons did not lead to

a significant change in the damage indicator after the single cutting steps. Never-

theless, a distinctive increase of the indicator could be observed at the end of the

measurement. Figure 11 shows the last time period in detail. It is possible that a

change of the bridge’s structural system took place with a time delay after cutting

partly the fourth tendon.

For a prestressed concrete structure, the loss of prestressing is a major damage

that comes along with a significant loss of its load bearing capacity. One reason that

the cutting of the tendons does not affect the proposed damage indicator might be

that the overall prestressing is designed for combinations of dead and traffic loads.

Since the bridge deck of S101 has a quite slender cross section, the dead load is

not that high in comparison with the maximum design traffic loading. An additional

dead load reduction comes from the removal of the asphalt surface before the dam-
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Fig. 11 Detail of damage indicator at the end of the tendon cutting process

age test. Furthermore it has to be recalled that the prestressing was designed with

adequate safety margins. Also, the cutting results only in local loss of prestressing

because of the bound between tendons and concrete. For these specified reasons it is

assumed that the cutting of the tendons during the damage test did not lead to a sig-

nificant change of the global structural system, since the loading of the structure was

not high enough to activate the damage right after its insertion. The increase of the

indicator at the end of the test series might be the result of a delayed rearrangement

of the structural system by a reduction of stresses under generation of cracks in the

concrete of the bridge deck. Though, an evidence of that assumption, for instance by

an increase of the measured bridge deck deflection, could not be found.

Conclusions

In this chapter, a method for vibration-based damage detection has been presented

that combines statistical robustness with simplicity of application. A damage test

statistic is computed entirely from measurement data of a (healthy) reference system

and the current system, without the need of a finite element model. The method is

designed for the detection of small damages before they grow to dangerous extents,

while taking the intrinsic uncertainties of vibration measurements due to unknown

excitation and noise into account. The damage detection method has been validated

successfully on a laboratory test case and on a full scale damage test on a real

highway bridge. Thanks to its properties, it is well suited for being embedded in

automated structural health monitoring systems. Extensions of the damage detec-

tion method to damage localization and quantification in the same framework [3,

14] are possible in connection with a finite element model, being a step towards the
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development of robust damage assessment systems that will combine measurement

data with physical models in the future.
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Appendix

The damage detection test statistic s is set up using measurements from the reference

state of the structure, requiring the estimation of the left null space matrix S, the

residual covariance matrix Σ and setting up a threshold t.
First, the Hankel matrix Ĥ 0

p+1,q is computed from the reference measurements.

Then, the left null space matrix S can be estimated from its SVD

Ĥ 0
p+1,q =

[
U1 U0

] [Δ1 0
0 Δ0

] [
V1
V0

]
(9)

as Ŝ = U0, where the SVD is truncated at the desired model order n with Δ1 ∈ ℝn×n

and Δ0 ≈ 0.

Second, the residual covariance matrix Σ is obtained by separating the available

reference dataset into nb data blocks of length Nb, such that the total data length

yields N = nbNb. On each block, the Hankel matrix is computed as

R̂(j)
i = 1

Nb

jNb∑
k=1+(j−1)Nb

ykyTk−i, Ĥ (j)
p+1,q = Hank(R̂(j)

i )

Then, Ĥ 0
p+1,q =

1
nb

∑nb
j=1 Ĥ

(j)
p+1,q and the covariance estimate of the residual follows

from the covariance of the sample mean as

Σ̂ =
Nb

nb − 1

nb∑
j=1

vec
(
STĤ (j)

p+1,q − STĤ 0
p+1,q

)
vec

(
STĤ (j)

p+1,q − STĤ 0
p+1,q

)T
.

Finally, compute the test statistic s for several training datasets of length N from

the reference state, and determine the threshold t from the test values for a desired

type I error.



www.manaraa.com

Vibration-Based Monitoring of Civil Structures . . . 325

References

1. Balmès E, Basseville M, Bourquin F, Mevel L, Nasser H, Treyssède F (2008) Merging sensor

data from multiple temperature scenarios for vibration-based monitoring of civil structures.

Struct Health Monitor 7(2):129–142

2. Balmès E, Basseville M, Mevel L, Nasser H (2009) Handling the temperature effect in

vibration-based monitoring of civil structures: a combined subspace-based and nuisance rejec-

tion approach. Control Eng Pract 17(1):80–87

3. Balmès E, Basseville M, Mevel L, Nasser H, Zhou W (2008) Statistical model-based damage

localization: a combined subspace-based and substructuring approach. Struct Control Health

Monitor 15(6):857–875

4. Basseville M, Abdelghani M, Benveniste A (2000) Subspace-based fault detection algorithms

for vibration monitoring. Automatica 36(1):101–109

5. Basseville M, Bourquin F, Mevel L, Nasser H, Treyssède F (2010) Handling the tempera-

ture effect in vibration monitoring: two subspace-based analytical approaches. J Eng Mech

136(3):367–378

6. Basseville M, Mevel L, Goursat M (2004) Statistical model-based damage detection and local-

ization: subspace-based residuals and damage-to-noise sensitivity ratios. J Sound Vibration

275(3):769–794

7. Bernal D (2013) Kalman filter damage detection in the presence of changing process and mea-

surement noise. Mech Syst Signal Process 39(1–2):361–371

8. Brownjohn J, De Stefano A, Xu Y, Wenzel H, Aktan A (2011) Vibration-based monitoring of

civil infrastructure: challenges and successes. J Civil Struct Health Monitor 1(3):79–95

9. Carden E, Fanning P (2004) Vibration based condition monitoring: a review. Struct Health

Monitor 3(4):355–377

10. Döhler M, Hille, F (2014) Subspace-based damage detection on steel frame structure under

changing excitation. In: Proceedings of 32nd International Modal Analysis Conference.

Orlando, FL, USA

11. Döhler M, Hille F, Mevel L, Rücker W (2014) Structural health monitoring with statistical

methods during progressive damage test of S101 Bridge. Eng Struct 69:183–193

12. Döhler M, Mevel L (2013) Subspace-based fault detection robust to changes in the noise covari-

ances. Automatica 49(9):2734–2743

13. Döhler M, Mevel L, Hille F (2014) Subspace-based damage detection under changes in the

ambient excitation statistics. Mech Syst Signal Process 45(1):207–224

14. Döhler M, Mevel L, Zhang Q (2016) Fault detection, isolation and quantification from

Gaussian residuals with application to structural damage diagnosis. Ann Rev Control 42:244–

256

15. Fan W, Qiao P (2011) Vibration-based damage identification methods: a review and compar-

ative study. Struct Health Monitor 10(1):83–111

16. Farrar C, Worden K (2007) An introduction to structural health monitoring. Philoso Trans

Royal Soc A Math Phys Eng Sci 365(1851):303–315

17. Hille F, Petryna Y, Rücker W (2014) Subspace-based detection of fatigue damage on a steel

frame laboratory structure for offshore applications. In: Proceedings of the 9th International

Conference on Structural Dynamics, EURODYN 2014. Porto, Portugal, July 2014

18. Juang JN (1994) Applied system identification. Prentice Hall, Englewood Cliffs, NJ, USA

19. Kullaa J (2003) Damage detection of the Z24 Bridge using control charts. Mech Syst Signal

Process 17(1):163–170

20. Ramos L, Marques L, Lourenço P, De Roeck G, Campos-Costa A, Roque J (2010) Monitoring

historical masonry structures with operational modal analysis: two case studies. Mech Syst

Signal Process 24(5):1291–1305

21. Rytter A (1993) Vibrational based inspection of civil engineering structures. Ph.D. thesis, Aal-

borg University, Denmark

22. Structural Vibration Solutions A/S: ARTeMIS modal pro–damage detection plugin (2015).

www.svibs.com

www.svibs.com


www.manaraa.com

326 M. Döhler et al.

23. VCE (2009) Progressive damage test S101 Flyover Reibersdorf/draft. Tech. Rep. 08/2308,

VCE

24. Worden K, Manson G, Fieller N (2000) Damage detection using outlier analysis. JSound Vibr

229(3):647–667

25. Yan A, De Boe P, Golinval J (2004) Structural damage diagnosis by Kalman model based on

stochastic subspace identification. Struct Health Monitor 3(2):103–119



www.manaraa.com

Numerical and Experimental Investigations
of Reinforced Masonry Structures Across
Multiple Scales

Eleni N. Chatzi, Savvas P. Triantafyllou and Clemente Fuggini

Abstract This review chapter outlines the outcomes of a combined experimental-

numerical investigation on the retrofitting of masonry structures by means of

polymeric textile reinforcement. Masonry systems comprise a significant portion of

cultural heritage structures, particularly within European borders. Several of these

systems are faced with progressive ageing effects and are exposed to extreme events,

as for instance intense seismicity levels for structures in the center of Italy. As a result,

the attention of the engineering community and infrastructure operators has turned

to the development, testing, and eventual implementation of effective strengthen-

ing and protection solutions. This work overviews such a candidate, identified as

a full-coverage reinforcement in the form of a polymeric multi-axial textile. This

investigation is motivated by the EU-funded projects Polytect and Polymast, in the

context of which this protection solution was developed. This chapter is primarily

concerned with the adequate simulation and verification of the retrofitted system,

in ways that are computationally affordable yet robust in terms of simulation accu-

racy. To this end, finite element-based mesoscopic and multiscale representations

are overviewed and discussed within the context of characterization, identification

and performance assessment.
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Introduction

In recent years awareness has been raised among both engineers and authorities on

the importance of shielding infrastructure against extreme events, such as earth-

quakes, particularly with respect to those items that form part of our cultural heritage.

Recent pronounced catastrophes associated with the earthquakes in Tohoku (2011),

Christchurch (2011), Modena (2012) and Central Italy (2016), formed a wake up call

regarding the potential impact of such events in terms of material damage and, more

importantly, human loss. Societies have since turned towards the notion of resilience,

which encourages the search for new materials and methodologies able to strengthen

and protect structures against natural hazards, including seismicity.

Masonry is a composite material comprising distinct units of various natural or

industrial materials e.g., stone, brick, concrete etc. [1, 2]. The constituents usually

demonstrate a brittle and, in general, anisotropic behavior in a micro-level. The latter

eventually propagates to the macro-level [3–6], and is further enhanced by inherent

“weak” planes along the head and bed joints, leading to in- and out-of-plane failure

mechanisms, which are often activated by seismic loading. The prevention of struc-

tural collapse due to seismic events, and the enhancement of structural integrity, are

still open points of discussion within the scientific community as a number of differ-

ent techniques may be considered suitable, depending on the characteristics of the

input load.

Masonry structures comprise an essential feature of global infrastructure her-

itage. Many of these structures, however, have not necessarily been designed against

seismic loads, but rather with the primary goal of withstanding gravity loads [7].

Nonetheless, underestimation of the effects of seismicity may be detrimental, partic-

ularly when associated with increased in-plane and out-of-plane forces, which may

ultimately lead to failure [8]. To accurately simulate the behavior of masonry, a thor-

ough accounting of the damage and failure mechanisms need be put in place. To this

end, effective nonlinear modeling tools are essential, albeit often laborious to estab-

lish, owing to the inherent complexity in either the local (constituents) or global

(system) level.

For alleviating collapse and failure incidents, retrofitting techniques have been

proposed that are particularly suited for the special class of masonry structures. Stan-

dard methods of intervention include strengthening through external pre-stressing

[9], externally bonded strips or overlays [10], and near-surface mounted reinforce-

ment [11]. During recent years however, textile composites have surfaced as an effec-

tive means for the retrofitting and strengthening of reinforced concrete and masonry

structures [12]. As opposed to other fiber-based materials such as fiber reinforced

polymers (FRPs) that are implemented onto masonry as a set of individual strips, tex-

tile materials are produced as fabric meshes of fibre rovings in at least two directions.

As such, textile composites provide wide area coverage, can prevent falling debris,

help distribute loads, are low-cost, easy to apply, provide a high strength to weight

ratio, are resistant to electro-chemical corrosion, are non-invasive, are fatigue resis-

tant, are non-magnetic, and have the potential to reduce seismic retrofitting costs.
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Such composite materials in the form of sheets or wrappers have been been imple-

mented for the effective strengthening of masonry structures [13, 14].

Textile solutions are often implemented in strips of fiber-reinforced composites

(carbon or glass fibers), which are attached via adhesive (resin) onto localized areas

of the wall (CNR-DT 200/2004) [15]. A shortcoming to this approach lies in the

potential local increase of stiffness leading to undesired stress concentrations and an

unfavorable redistribution of dynamic loads. A remedy to this approach, in the form

of a full coverage solution, has been tested and validated within the context of the

EU funded project Polytect-Polyfunctional Technical Textiles for Protection against

Natural Hazard [16–18]. The purpose of implementing a full coverage solution as in

the case of composite textiles is two fold. First of all, the system acts as a mechan-

ical adhesive bridging cracks that may exist on the body of the masonry. Although

each individual fiber demonstrates brittle material behavior with an elastic branch

until failure, the overall behavior of the textile is ductile as failure propagates in a

successive manner during cyclic loading. As a result, textiles significantly increase

the ductility and shear strength of retrofitted masonry, while additionally achieving

an improved load distribution. Finally, an added advantage to this solution is deliv-

ered via its embedded monitoring technology enabled via fiber optical strain sen-

sors. Monitoring of these solutions is further suggested by the European Guidelines

(CNR-DT 200/2004), as a consequence of the reduced knowledge base available and

rather limited experience gathered regarding their long-term behavior.

The use of testing and the subsequent extraction of structural feedback in the

form of measurements allows for enhancing current understanding on such complex

systems. When investigated within a laboratory setting, a number of mixed

numerical-experimental techniques have been proposed for simulation and verifica-

tion of polymer reinforcing materials [19–21]. On the other hand, and as was origi-

nally conceived in the Polytect project, structural feedback may also be obtained from

structures in-operation via use of appropriate sensors. In both cases, it is only via

coupling of the recorded information with an appropriate structural model that the

info stemming from raw measurements may be transcribed into meaningful insight

regarding the condition and behavior of the system.

This is commonly achieved with an inverse problem setting, where response

response observations serve as the starting point of an iterative procedure for identi-

fying the underlying structural properties of the investigated system. However, when

discussing retrofitting solutions for the purpose of seismic protection, it becomes evi-

dent that availability of measurements from dynamic loads or seismic events is of

particular importance. The latter naturally necessitates a nonlinear dynamic analysis,

which nonetheless comes at increased computational costs with obvious drawbacks

when cast in an inverse problem setting. It is, therefore, imperative to develop and

employ model structures that are adept in counterpoising the desired level of preci-

sion with the associated computational cost.

This paper provides a review of methods available for the modeling and charac-

terization of retrofitted masonry systems. The Polytect project is exploited as a ref-

erence case-study for demonstrating the steps that are necessary for the monitoring,

simulation and verification of protection solutions for cultural heritage structures. In
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a first step, we demonstrate the use of finite-element based models of diverse fidelity,

and their inverse calibration via heuristic approaches, with a genetic algorithm serv-

ing as the optimization tool. The procedure proves successful, albeit severely drain-

ing in terms of both computational power and time. In a second stage, this review

paper demonstrates how a multiscale-analysis scheme can enhance the computa-

tional efficiency of numerical simulation tools, while retaining their level of refine-

ment. The latter results in a dramatic acceleration of the problem solution, which can

be exploited in the context of demanding tasks such as identification, uncertainty

quantification and reliability assessment.

State-of-the-Art in Simulation

Masonry Modeling

The modeling of materials that are multi-phase in nature is non-trivial. Masonry is

a composite material whose diverse constituents exhibit an anisotropic and gener-

ally brittle microscopic behavior. The anisotropy at the micro level, together with

the inherent weak directions along joints, results in highly anisotropic macroscopic

behavior [3]. This anisotropy is also influenced by the spatial distribution of the

joints, as well as the mechanical properties of the mortar. An immediate consequence

of this anisotropy is significant variability in the bending strength of a masonry wall

when in-plane or out-of plane bending is considered [22]. Furthermore, fabrication

and construction processes induce notable variability in mechanical properties [23].

It is therefore apparent that, depending on the problem at hand and the particular

goal of the simulation study, appropriate modeling tools and corresponding assump-

tions should be adopted. There are three main modeling approaches for the modeling

of masonry response: micro-models, macro-models and multiscale models (Fig. 1).

Macro-modeling is a phenomenological approach where the response of a struc-

tural element, e.g. a wall, is examined rather than the response of its constituents.

In macro-modeling, masonry is treated as a continuum with smeared material prop-

erties. To account for different properties along the main axes of the element, the

material is regarded as an anisotropic composite, and a relationship is established

between generalized stress and strain measures. In the case of masonry, an accurate

macro-model must reproduce an orthotropic material with different tensile and com-

pressive strengths along separate material axes. To this end, several macro-elements

have been proposed [24–26]. Relatively recently, Chen et al. [27] developed a macro-

element for the in-plane nonlinear analysis of unreinforced masonry piers.

In contrast, refined masonry models (micro-models) include a distinct represen-

tation of the separate constituents, i.e. units (bricks), mortar and the brick/mortar

interface, with fusion of continuum and discontinuous elements. The units (bricks)

are often represented by continuum elements, while discontinuous elements approx-

imate the behavior of joints and interfaces. Each joint, consisting of mortar and the
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Fig. 1 Different modeling approaches for the structural analysis of composite structures

two unit-mortar interfaces, is lumped into an “average” interface, while the units are

expanded in order to keep the geometry unchanged.

Due to their obvious computational advantages as opposed to more refined

approaches, macro-modeling procedures are practically the only computational tool

implemented at the design office. However, the associated macro-modeling parame-

ters need to be properly identified to provide acceptable results. This calibration is

usually based on actual experimental data that is hard to secure and typically comes

at a high cost. In alleviating these issues, the multiscale method offers a compromise

between the macro and micro approaches, and is in this work presented as a viable

alternative.

Multiscale Modeling

Multiscale modeling is a rigorous mathematical approach for the scaling of complex

numerical problems, significantly reducing the required computational cost [28].

Multiscale and homogenization schemes [29] are commonly adopted in the model-

ing of materials whose macroscopic behavior is influenced by, and dependent upon,

changes in the micro-structure, e.g. granular [30] or cellular and honeycomb mate-
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rials [31, 32]. In terms of constitutive modeling, multiscale methods have proven

their versatility and accuracy where complex plasticity behaviors are observed [33].

The major benefit of multiscale methods lies in their ability to significantly enhance

the computational performance of conventional computational mechanics schemes,

such as the finite element method. This feature justifies their popularity across a

broad spectrum of implementation domains, from molecular mechanics to compu-

tational mechanics [34–37].

Considerable work has been performed in this field with respect to the model-

ing of composites (see e.g. [38–40]). Massart et al. [41, 42] developed a mesoscale

constitutive model for masonry that accounts for anisotropic plasticity effects and

damage to the constituents by implementing a generalized plane-stress state assump-

tion. However, multiscale schemes relying on homogenization place the rather lim-

iting assumption of periodicity of not only the micro-structure, but additionally to

what concerns damage propagation throughout the macro-scale. A further assump-

tion is placed concerning the full separation of the micro and macro scales con-

sidered. These limiting assumptions are eliminated in the multiscale finite element

method (MsFEM) introduced by Efendiev and Hou [43]. In [44], an enhanced mul-

tiscale finite element (EMsFEM) scheme is presented that extends the applicability

of the classical MsFEM into the realm of nonlinear mechanics. The work presented

here builds upon this latter method, and extends it for implementation in problems

of nonlinear plasticity.

Smooth Hysteretic Modeling

Like cementitious materials, masonry is only adept in handling compression, with

limited capabilities in the tensile or shear fronts. It further exhibits orthotropic behav-

ior in directions that lie parallel and orthogonal to the mortar joints. In developing a

model able to account for the resulting nonlinear behavior, a multiplicity of effects

must be taken into account, including cracking, crushing, tension softening, com-

pression softening and shear transfer across crack slips. Naturally, the modeling task

becomes more complex when moving from monotonic to cyclic or dynamic loads,

since nonlinearity is then linked to energy dissipation and hysteresis, with manifesta-

tion of stiffness degradation and strength deterioration effects. In tackling this issue

from a macroscopic perspective, Karapitta et al. [45] have employed a smeared-crack

approach for the modeling of unreinforced masonry walls, while Lourenço [25] intro-

duced a model relying on plasticity theory for the modeling of masonry walls loaded

in-plane.

From a microscopic perspective, on the other hand, a hysteretic finite element for-

mulation may be adopted, relying on the concept of smooth hysteretic models, such

as the Bouc-Wen model [46] or Preisach-type models [47]. As illustrated in Fig. 2,
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Fig. 2 The Bouc Wen

model: additive

decomposition of the elastic

and hysteretic component

the Bouc-Wen model in particular tackles the representation of hysteresis via super-

position of (1) an elastic and (2) a hysteretic component, corresponding to an elastic

stress component 𝜎el and a hysteretic stress component 𝜎h. Furthermore, the strain

corresponding to the hysteretic spring is established in terms of total strain, 𝜖, and slip

on the slider, x. Incorporation of hysteretic finite elements enables a more robust and

computationally efficient formulation, able to represent the full hysteretic response

cycle, which is particularly well suited for nonlinear dynamic analysis. Furthermore,

smooth hysteretic models are capable of compactly simulating damage-induced

phenomena, including stiffness degradation, strength deterioration and pinching

[48, 49]. Due to their robust mathematical background, implementation of smooth

hysteretic laws has been proven to yield computationally efficient formulations in

different disciplines, ranging from solid physics and ferromagnetism [50, 51] to sto-

chastic engineered systems [52], and to hysteretic finite element schemes [53], with

the latter demonstrated in what follows.

The Hysteretic Multiscale Finite Element Method
(HMsFEM)

In coupling the capabilities offered by the state-of-the-art formulations overviewed

previously, Triantafyllou and Chatzi [54] have proposed the Hysteretic Multiscale

FEM (HMsFEM) formulation, which merges the computational multiscale scheme

with the implementation of the hysteretic finite elements in the micro-scale.

The Enhanced Multiscale Formulation (EMsFEM)

A computational multiscale approach is utilized in this review paper, namely the

Enhanced Multiscale Finite Element method (EMsFEM) introduced in [44]. The

method exploits patterns of periodicity present at the micro-scale level for group-

ing sets of micro-elements into clusters, herein referred to as Representative Volume
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Elements or RVEs (macro-elements). A visualization is offered in Fig. 3, where the

coarse RVEs are indicated in Subfigures 3c and 3d. Discretization on the basis of

the RVEs defines a mesh that is significantly coarser than the respective micro-scale

mesh. The benefit of the EMsFEM approach lies in the redefinition of the space

where governing equations are solved, shifting the analysis from the fine mesh of

Fig. 3a to the coarser mesh of Fig. 3e. To this end, it is useful to distinguish between

the micro- and macro-scale via use of an appropriate notation; 𝐮𝐦 will be used

to denote the displacements at the micro-nodes, while 𝐮𝐌 stands for the macro-

displacement field. As in the standard finite element context, it is possible to inter-

polate the micro-displacement vector at the nodes by using an interpolation scheme

as in [55]. For a hex-element this would imply:

𝐮𝐦 = [N]mdim where dim =
{
um(1) vm(1) ⋯ vm(8)

}T

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

1x24

(1)

is the vector of nodal displacements of the ith micro-element, and [N]m is the inter-

polation matrix of the hex-element.

The RVEs also comprise hex-elements whose nodal displacements may be aggre-

gated in the following macro-displacement vector:

diM =
{
uM(1) vM(1) ⋯ vM(8)

}T

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

1x24

(2)

where (i) designates the ith macro-node of the coarse (RVE) mesh. In what follows,

m will be used to designate components at the micro-scale, while M will be used to

designate components at the macro-scale.

For transitioning from the micro- (1) to the macro-scale (2), a mapping is con-

structed relying on suitable basis functions. In matrix form this is established as:

{d}m = [N]m {d}M (3)

where {d}m is the
(
3nmicro × 1

)
vector of the micro-mesh nodal displacements, [N]m

is the micro-basis shape function matrix evaluated at the nodes of the micro-mesh(
xj, yj, zj

)
, while {d}M is the vector of the macro-node displacements. Per the stan-

dard definition of shape function, each column of [N]m represents a deformed con-

figuration of the RVE, with a value of unit at the corresponding macro-degree of

freedom, and null values at the remaining macro-degrees of freedom.

The micro-basis functions occur via solution of the following boundary value

problem:

[K]
RVE

{d}m = {∕0}

{d}S =
{
̄d
} (4)
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Fig. 3 The MsFE modeling scheme

where [K]RVE designates the RVE stiffness matrix, {d}S is the vector of degrees of

freedom along the boundary S of the RVE, and
{
̄d
}

is a predefined displacement

vector. Different options are available for specifying the boundary conditions, a fea-

ture critical to the performance of the method, including the linear, periodic and

oscillatory boundary conditions, as elaborated upon in [43, 44].

The Hysteretic Multiscale Formulation (HMsFEM)

This Section offers a brief overview of the HMsFEM scheme, however the interested

reader is referred to [56, 57] for further details on this formulation. The hysteretic

feature of the formulation relies on the additive decomposition of the total strain into

a reversible elastic and an irreversible inelastic component [58] (Fig. 2):

{𝜀̇}m(i) =
{
𝜀̇
el}

m(i) +
{
𝜀̇
pl}

m(i) (5)

where {𝜀}m(i) is the total strain tensor,
{
𝜀
el}

m(i) is the tensor of the elastic, reversible,

strain and
{
𝜀
pl}

m(i) denotes the tensor of plastic strains, while m (i) indexes the ith
micro-element within the RVE. The (.) symbol denotes a time-derivative.
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The isoparametric interpolation scheme is here considered for the displacement field

{d}m(i) = [N] {u}m(i) (6)

where [N]m(i) is the shape function matrix. The corresponding strain-displacement

relationship is inferred on the basis of compatibility [55] as:

{𝜀}m(i) = [B] {u}m(i) (7)

where [B] is the strain-displacement matrix.

Moreover, the interpolation scheme defined for plastic deformations assumes the

form: {
𝜀̇
pl
}

m(i)
= [N]e

{
𝜀̇
pl
cq

}

m(i)
(8)

where

{
𝜀
pl
cq

}

m(i)
denotes the strain vector evaluated at appropriately defined points

(collocation points) and [N]e is the respective interpolation matrix.

By plugging Eq. (5) into the Principle of Virtual Work [59], and via use of the

former interpolation schemes, it is straightforward to derive the elastic
[
kel

]
m(i) and

hysteretic
[
kh
]
m(i) stiffness matrices:

[
kel

]
m(i) = ∫Ve

[B]T [D]m(i) [B] dVe

[
kh
]
m(i) = ∫Ve

[B]T [D]m(i) [N]e dVe

(9)

The governing equation of the problem may then be written as:

[
kel

]
m(i)

{
̇d
}

m(i)
−
[
kh
]
m(i)

{
𝜀̇
pl
cq

}

m(i)
= 1

v
𝜂

{
̇f
}

m(i)
(10)

where v
𝜂

is a degradation parameter, which increases with plastic deformation (refer-

ence value equals 1 for no yielding, see [60] for further details). It need be mentioned

that both
[
kel

]
m(i) and

[
kh
]
m(i) are constant matrices. The evolution of plastic deforma-

tions, and thereby nonlinearity, is evaluated at the Gauss points of the corresponding

micro-scale element, and is defined as:

{
𝜀̇
pl}

m(i) = F
({

𝜀
el}

m(i) ,
{
𝜀̇
el}

m(i) , {𝜎}m(i)
)

(11)

where F is a hysteretic operator [50, 61, 62]. A multi-axial Bouc-Wen type smooth

plasticity model [63] is herein adopted as the aforementioned operator. The benefit

of employing such a rule is that the nonlinear behavior may be accounted for in a

compact representation, fully governed by a finite set of parameters; the parameters
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Fig. 4 The classical

plasticity loop accounted for

by the Bouc Wen model

Table 1 Smooth hysteretic model parameters

Effect Parameter

Hysteretic shape 𝛽, 𝛾 , N
Deterioration c

𝜂
(stiffness), cs (strength)

Pinching 𝜁
0
1 , 𝜓0, 𝛿

𝜓
, 𝜇, p, q

of the hysteretic model. Figure 4 exemplifies how a typical hysteretic loop may be

accounted for via adoption of an appropriate yield flow rule 𝛷 and a kinematic hard-

ening rule, further regulated by the plastic multiplier 𝜆̇, as described in the work of

[64]. For further details, the interested reader is referred to [60].

The smooth hysteretic model additionally offers the potential of including damage

induced phenomena such as damage degradation, strength deterioration and pinch-

ing, as elaborated upon in [48, 65]. Table 1 summarizes the defining parameters of

the smooth hysteretic model, with details on the corresponding formulations found

in [54].

Next, by following the reasoning adopted under the EMsFEM scheme, one can

demonstrate [54] that the RVE equilibrium equation now assumes the following

form:

[K]MRVE(j) {d}M = {f }M −
{
fh
}
M (12)

where [K]MRVE(j) is the RVE stiffness matrix derived as:

[K]MRVE(j) =
i∑

1

[
kel

]M
m(i) (13)
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while {f }M is the nodal force vector, comprising mapped contributions from the

micro-nodal force components:

{f }Mm(i) =
1
v
𝜂

[N]Tm(i) {f }m(i) (14)

and
{
fh
}
M is the plastic force vector evaluated as:

{
fh
}
M =

mel∑

i=1

[
kh
]M
m(i)

{
𝜀
pl
cq

}

m(i)
(15)

Equation (12) occurs through the principle of energy equivalence between the

deformation energy of the RVE and the corresponding micro-mesh [54]. The major

benefit of this approach versus standard multiscale schemes is that the recalculation

of the micro-basis functions, which would be required every time the structure shifts

from the elastic to plastic regimes, is no longer necessary. Instead, the micro-basis

functions are now calculated only once in the beginning of the analysis, while the

employed smooth hysteretic law accounts for the evolution of nonlinearity.

The direct stiffness method is then implemented for casting the governing equa-

tion of the dynamic problem in the macro-level:

[M]
{
̈U
}
M + [C]

{
̇U
}
M + [K] {U}M = {P}M (16)

The nodal load vector {P}M for the RVE mesh
(
ndofM × 1

)
in Eq. (16) occurs as:

{P}M = {F}M +
{
Fh

}
M (17)

where {F}M is the
(
ndofM × 1

)
external loads vector and

{
Fh

}
M is the

(
ndofM × 1

)

hysteretic load vector at the global level. [M], [C] and [K] designate the(
ndofM × ndofM

)
mass, viscous damping and elastic stiffness matrices, which are

evaluated at the RVE mesh (macro-scale).

The solution of the global equations of motion is therefore carried out at the

macro-scale. This in turn implies that the resulting macro-displacements {U}M
should be downscaled (mapped to the micro-scale) in order to derive the correspond-

ing local strains. The computational aspects of the HMsFEM overviewed herein are

offered in detail in [54].
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Case Study—Polymeric Textiles for Seismic Retrofitting
of Masonry

Within the framework of the Seismic Engineering Research Infrastructures for Euro-

pean Synergies (Series) initiative (https://www.series.upatras.gr, Polymast 2011)

and as part the EU co-funded projects Polytect [66] and Polymast [17], textile rein-

forcement solutions have been developed. These were tested under full-scale seis-

mic tests carried out in the European Center for Training and Research in Earth-

quake Engineering (Eucentre). As part of the conducted experimental campaign, a

previously damaged unreinforced two-storey stone building served as a reference

case-study for assessment of a “seismic wallpaper” reinforcing solution (Fig. 5). The

purpose was to establish a benchmark for the retrofitting and repair of masonry-type

structures, which have been damaged due to seismic events. The building’s dimen-

sions along the length, width and height were 5.80m× 4.40m× 5.80m, respectively.

It features concrete foundation, a wooden roof and a wood first-storey slab.

While still in the unreinforced (URB) stage, the structure was tested under

dynamic loads on a shake-table until damage. Preliminary repairs were performed

by filling cracks with epoxy resin and stiffening the wood slab. The damage-repaired

building (DRB) was again non-destructively tested and subsequently reinforced via

application of a full-cover solution, namely a composite seismic wallpaper. The com-

posite wallpaper (polymeric textile), which is illustrated in Fig. 6, features the fol-

lowing components:

1. Multiaxial, warp-knitted, alkali-resistant (AR)-glass and polypropylene (PP)

fibers.

2. Nanoparticle-enhanced coatings for the polymeric textile; Nanoparticle-

enhanced mortar for ensuring the bond to the protected structure.

3. Fiber optic strain sensors embedded into the textile, with dynamic sampling capa-

bility up to 1 kHz.

Fig. 5 3D View of the unreinforced (left) and reinforced (right) stone building, Reproduced from

[17, 66]

https://www.series.upatras.gr
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Fig. 6 Composition of the quadri-axial polymeric textile employed as a full-coverage

seismic protection, reproduced from [17, 66]

An epoxy mortar compound ensured an almost perfect bond between the textile

and the masonry structure; an assumption which was later experimentally validated.

This further allows for simplification of the adopted numerical analysis alleviating

the necessity for assumptions on interface/contact laws. The properties of the pri-

mary constituents involved here, i.e., masonry, and the polymeric textile as provided

by the manufacturer, are listed in Table 2. It should be noted that as is typically the

case for polymer materials, the nominal specifications do not necessarily comply

with the in-situ properties. A detailed outline of the further material properties of

the stone building is provided in [18].

Upon retrofitting with the polymeric textile, the building was assessed under seis-

mic input on the Eucentre shake-table at increasing peak accelerations of 0.1, 0.3,

0.4, 0.5 and 0.6 g. The third test at 0.4 g was, in fact, the first to induce damage

and nonlinear response behavior. The resulting response was recorded via a set of

accelerometers mounted in several positions on the structure.
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Table 2 Mechanical properties of the case-study materials

Property Masonry Textile

Density 2579 kg/m
3

2000 kg/m
3

Young modulus E = 2550 MPa Ex = 40000 MPa,

Ey,z = 32000 MPa

Poisson coefficient 𝜈 = 0.4 𝜈xy = 0.14, 𝜈xz = 𝜈yz = 0.2
Shear modulus 840 MPa 4500 MPa

Maximum compression stress

𝜎c

3.28 MPa

Maximum tensile stress 𝜎t 0.137 MPa 400 MPa

Maximum shear stress 𝜎s 10 MPa

Numerical—Experimental Characterization of the Composite
Structure

The data recorded, by means of the described campaign, offer a multiplicity of

information over various stages of the building’s condition, namely prior to damage

(URB), after damage-minor repair (DRB), and upon retrofitting with the polymeric

textile (REB).

Step 1: Identification of Elastic Properties—OMA

In identifying the properties of the building in the elastic range for various condition

stages, operational modal analysis (OMA) may be employed [67]. OMA requires sets

of ambient (broadband) vibration records on the basis of which modal properties,

such as natural frequencies, mode shapes and damping ratios may be inferred. These

were, in this case, extracted via four three-axis geophones, located on the parapet of

the building’s windows. Half-hour records were processed, acquired at a sampling

rate of 265 Hz per construction phase (URB, DRB, REB). In addition to the ambient

records, forced hammer (impact) tests were further carried out, for corroborating the

OMA results. The records were processed via use of well-established modal iden-

tification techniques, namely the frequency domain de-composition (FDD) and the

natural excitation technique combined with the eigensystem realization algorithm

(Next-ERA) [68–70]. The identified modal frequencies are summarized in Table 3

for the first three modes of the building.

Step 2: Preliminary Numerical Analysis

A preliminary numerical Finite-Element-based model was set up in ANSYS [71].

The material properties were assigned according to the manufacturers specifications

(Table 2 and [18]), while the modeling of damage and repairs was based on the close
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Table 3 Experimental modal frequencies under various construction phases

Mode # URB frequency [Hz] DRB frequency [Hz] REB frequency [Hz]

1 11.55 8.51 9.50

2 12.07 9.31 10.30

3 16.27 15.69 18.25

Table 4 Numerical modal frequencies under various construction phases—no model calibration

Mode # URB frequency [Hz] DRB frequency [Hz] REB frequency [Hz]

1 12.62 10.93 13.77

2 13.51 12.28 14.73

3 20.22 19.25 22.35

observation of the structure between construction phases. This included the record-

ing of major crack patterns (size and orientation). Both masonry and the textile are, in

this preliminary simulation attempt, modeled as anisotropic yet homogeneous mate-

rials. The first three modes identified via this rough numerical model are summarized

in Table 4, where it is evident that the uncalibrated numerical model significantly

overestimates the building’s eigenfrequencies (Table 3).

While results do not appear significantly divergent for the first two modes of the

unreinforced phase (URB), the error increases for the damaged/minor repairs phase

(DRB), and it becomes quite significant for the retrofitted phase (REB). The dis-

crepancy may be attributed to numerous uncertainties relating to lack of prior infor-

mation, the simplifying assumptions in the modeling of the masonry and polymer

constitutes, as well as the assumptions relating to the damage and intervention mod-

eling (crack filling and diaphragm stiffening).

For ameliorating the estimation results, it is clear that a more refined approach

need be enforced. At the same time, the nonlinear range of the response, available

as part of the conducted shake-table tests, has not so far been exploited. In utilizing

these results, a time history analysis is required, albeit implying significant compu-

tational toll. To this end, it is of the essence to utilize computational models, which

may offer sufficient flexibility for the calibration (updating) process, while alleviating

unreasonable computational toll owing to excessive refinement. Such a procedure is

described next.

Step 3: Inverse Problem Formulation via Heuristic Optimization

In compromising the above-mentioned conflicting objectives, i.e., sophistication

and model adaptability against computational cost, four different FE setups were

put together corresponding to essentially four types of RVEs, as illustrated in Fig.

7. The employed setups, which are materialized in ANSYS, correspond to varying

modeling refinement levels, and therefore allow for diverse adaptability with respect

to the actual case-study. More specifically,
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Setup 1 (FE1)
In the first configuration masonry is discretized by means of an eight-noded

solid element (SOLID65), which is capable of cracking/crushing and sliding

(shear) effects across the crack face. The multiaxial textile is modeled as a

homogeneous anisotropic material, with different properties along different

wall faces, since walls placed perpendicular to the direction of the seismic

load were dressed with more than one layers of textile. The SOLID46 layered

element is adopted for the textile model, allowing for the combination of a

layer of mortar (matrix) and a layer of the assumed anisotropic textile mater-

ial. A total of 32 material parameters serve as inputs to be calibrated for this

configuration.

Setup 2 (FE2)
In the second configuration masonry is once again modeled via SOLID65 ele-

ments. The textile is in this case approximated by a meso-scale representation,

with the layered SOLID46 finite element now updated to include a total of five

layers. The first layer corresponds to the mortar compound matrix, while the

remaining four correspond to each one of the glass and polypropylene fiber lay-

ers, accounted for with their corresponding orientation angles. The fibers are

represented via dedicated anisotropic materials. The different behavior along

perpendicular wall directions is now accounted for via independent thickness

parameters. A total of 31 material parameters serve as inputs to be calibrated

for this configuration.

Setup 3 (FE3)
In the third configuration masonry is now discretized using the SOLID45 3D

structural solid element, which allows for plasticity, creep, swelling, stress

stiffening, large deflection, and large strain effects. It further accommodates

anisotropic material properties, a feature which is not offered by the SOLID65

option used in the previous setups. The textile is modeled via the anisotropic

macroscopic representation adopted in the 1st setup (FE1). A total of 39 mate-

rial parameters serve as inputs to be calibrated for this configuration.

Setup 4 (FE4)
In the fourth configuration masonry is again modeled via the SOLID45 ele-

ment, while the multi-axial reinforcing textile follows the meso-scale repre-

sentation adopted in setup 2 (FE2). The total number of input parameters is

now 40.

FE1 corresponds to the setup of the preliminary model, with the added option of

calibrating the involved material properties. FE2 breaks the textile material further

down to its constituents (meso-scale representation), permitting dedicated failure

criteria per fiber class and orientation. This breakdown has been motivated from

the mode of failure occurring during the shake-table tests, which lied along specific

fibers and orientations. FE3 allows for refinement on the masonry front by introduc-

ing anisotropic properties for the masonry element. Finally, FE4 is the more refined
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FE1 FE2 FE3 FE4 

Legend 
Solid 46: textile 
Solid 46: AR glass fiber 
Solid 46: PP fiber  
Solid 46: mortar 
Solid 65: masonry  
(isotropic-smeared crack) 
Solid 45: masonry  
(anisotropic) 

Fig. 7 Adopted FE setups

modeling option, combining an anisotropic material for masonry and a meso-scale

model for the textile.

For updating the parameters of the candidate numerical models, a multistage evo-

lutionary approach was implemented in [18]. A genetic algorithm (GA) is adopted as

the heuristic optimization tool, albeit this being interchangeable with other alterna-

tives, such as particle swarm optimization (PSO) or the covariance matrix adaptation

evolutionary strategy algorithm (CMA-ES). A heuristic is deemed as appropriate for

the inverse formulation discussed herein, due to lack of a straightforward functional

relationship between the optimization function, i.e., the discrepancy between exper-

iments and simulation, and the input parameters, i.e., the material properties. Given

availability of a diverse set of reference (experimental) data, involving both opera-

tional modal analysis & nonlinear dynamic tests across different construction phases

of the case-study building, a multi-stage optimization procedure is set up. The unre-

inforced test data (URB) is discarded, given that damage essentially reinitializes the

structural properties in the DRB case. The optimization process comprises the fol-

lowing stages:

Stage 1:
In this stage the elastic properties of the repaired masonry building (DRB)

model are updated in order to yield an improved estimation,𝜔
DRB
s , of the exper-

imentally identified frequencies, 𝜔
DRB
e .

Stage 2:
In this stage, the experimentally identified frequencies of the retrofitted struc-

ture (REB) serve for updating the elastic properties of the textile on the basis

of the matching between experimental, 𝜔
REB
e , and simulated, 𝜔

REB
s , eigenfre-

quencies.

Stage 3:
While the former two analysis stages pertain to identification of elastic material

properties, this stage performs a time history analysis. This allows for further

configuration of the nonlinear material properties on the basis of the match-

ing between experimental, aie, and simulated, ais, acceleration time histories in

eight measured locations.
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The final objective function (residual), r to be minimized via the GA occurs

via superposition of the target approximations for each of the three aforementioned

stages, and may be written as:

r =
‖‖𝜔

DRB
s − 𝜔

DRB
e

‖‖
‖‖𝜔DRB

e
‖‖

+
‖‖𝜔

REB
s − 𝜔

REB
e

‖‖
‖‖𝜔REB

e
‖‖

+
8∑

i=1

‖‖aie − ais‖‖
‖‖aie‖‖

(18)

For all simulations ANSYS serves as the modeling platform, iteratively called

from a genetic algorithm module coded in a Fortran environment [72].

Step 4: Updated Model Results

The convergence of the natural frequency approximation, during the GA-based opti-

mization is presented in Fig. 8 for each of the four candidate models, and contrasted

to the experimentally identified values. The upper row of plots correspond to the

damaged/repair (DRB) case, whilst the bottom row correspond to the modal esti-

mates for the retrofitted (REB) case. The plots reveal that the updated modal esti-

mates better approximate the experimental results, when contrasted against the pre-

liminary (uncalibrated) model estimates (Tables 3 and 5). Setups FE3 and FE4 return

a closer approximation of the reference (experimental) values. This may be attributed

to the higher flexibility of these setups; FE3 accounts for the anisotropic behavior of

masonry, while FE4 achieves a more refined representation of the polymeric textile.

The third residual term, or optimization criterion, pertains to the approximation of

the dynamic time history measurements, which further allows for calibration of the

nonlinear material properties. Figure 9 illustrates results from FE4, which performs

the best, from two characteristic building nodes (A & F), lying along the perimeter

of the first and second floor of the structure respectively. Although not perfect, the

simulation adequately approximates the observed dynamics. In further refining the

achieved results, the material damping parameters ought to enter the optimization

process, while the monitoring capability offered by the textile should be exploited.

It is worth noting that the textile features embedded with fiber optic strain sensors

are able to provide information on the micro-scale level.

However, the refinement of the simulation via introduction of further parameters

into the optimization problem, or further refinement of the scale of the representa-

tion will eventually render the optimization procedure infeasible. The current modal

analysis run-time lies in the order of ca. 10 s against an order of ca. 15 min for the non-

linear dynamic analysis part (with the cost increasing for more complex FE setups).

It is thus necessary to come up with efficient methods for accelerating the simulation

procedure, particularly regarding the dynamic nonlinear analysis component.
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Fig. 8 Convergence plot for the candidate models (FE Setups) in terms of approximation of the

elastic (eigenfrequency) properties of the damage/repaired (DRB-upper plots) and retrofitted (REB-

lower plots) building

Multiscale Analysis of Textile-Retrofitted Masonry Wall

As discussed in the earlier section, despite limiting the candidate models to meso-

scale representations, a heavy computational toll occurs, particularly with respect

to the time history nonlinear analysis. The latter necessitates about 15 min for

10 s of a single transient analysis, carried out on an average performance dou-

ble core PC, versus only a few seconds required by a modal analysis. Nonethe-

less, adoption of such an analysis is necessary when dynamic testing results are

available, and identification of nonlinear properties is sought. In tackling this, Tri-

antafyllou and Chatzi, introduced the HMsFEM discussed and overviewed in section
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Fig. 9 Convergence plots for Setup FE4 in terms of approximation of the measured dynamic

response of the damage/repaired (DRB-upper plots) and retrofitted (REB-lower plots) building

offered at two characteristic locations

“The Hysteretic Multiscale Finite Element Method (HMsFEM)” [54]. The workings

of the method have been demonstrated on the acceleration of the computation of

polymer reinforced masonry structures in [57]. Following the construction stages

outlined in the previous case study, [57] overview the analysis of an unreinforced

and textile-retrofitted masonry wall, this time by means of a multiscale FE based

analysis. For details on the methodological front, the interested reader is referred to

[57] for a thorough outline.

The cantilever masonry wall presented in Fig. 10 is considered, comprising stone

blocks, mortar and a single outer layer of textile-reinforcement in analogy to a single

wall of the case study presented in section “Case Study-Polymeric Textiles for Seis

mic Retrofitting of Masonry”. The material properties are chosen in accordance to

the previous case study, with addition of the properties of the smooth hysteretic law,

which is now adopted for capturing the nonlinear behavior. The textile, whose con-

figuration follows the material employed in the previous case-study is modeled as a

homogenized anisotropic layer (Fig. 11). The elastic, plastic and hysteretic material

properties of the constituents are summarized in Table 5.

The reference fine-meshed finite element model as illustrated in Fig. 10a com-

prises 2223 hex–elements with full integration and 3020 nodes. The multiscale

model instead features only 10 RVEs and 44 nodes, with two types of coarse ele-

ments of 228 micro-elements each (Fig. 10b and c). The eigen-periods of the struc-

ture under consideration are Tin = 0.19 s and Tout = 0.91 s for the in-plane and out-

of-plane eigen modes, respectively.
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3.
1 

m

0.40 m

0.05 m

Stone CompositeMortar

m=20tn

2.5 m

(a)
(b)

(c)

Fig. 10 Left: textile-retrofitted masonry wall; Right: a Finite element model, b Multiscale model

RVE#1, c Multiscale model RVE#2

Table 5 Multiscale analysis models—constituent material properties

Parameters Stone

Elastic/Plastic 𝜌s = 1.8tn∕m3
, E = 20.2 GPa, 𝜎c = 69.2 MPa

and 𝜎t = 6.92 MPa

Hysteretic shape 𝛽 = 0.1, 𝛾 = 0.9, N = 25
Deterioration c

𝜂
= 0.002 and cs = 0.005

Parameters Mortar

Elastic/Plastic 𝜌m = 1.2tn∕m3
, E = 3494MPa, 𝜎c = 3 MPa,

𝜎t = 0.3 MPa

Drucker-Prager dilation angle: 𝜓 = 60o

Hysteretic shape 𝛽 = 𝛾 = 0.5, N = 2
Deterioration c

𝜂
= 0.002 and cs = 0.05

Pinching 𝜁
0
1 = 1.0, 𝜓0 = 0.05, 𝛿

𝜓
= 0.01, 𝜇 = 0.0001,

p = 1.2, q = 0.0001

Parameters Polymeric textile

Elastic 𝜌t = 2.0tn∕m3
, E11 = 40 GPa, E22 = E33 = 32

GPa, E12 = E23 = E13 = 4.5 GPa

Plastic {wrap-knitted fibers: 𝜎t = 10 MPa, 𝜎s = 400
MPa}, {mortar matrix: 𝜎c = 30 MPa}

Hysteretic Shape 𝛽 = 0.5, 𝛾 = 0.5, N = 25
Deterioration c

𝜂
= 0.002 and cs = 0.005
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Composite System

1

2

3

Matrix

Fig. 11 Composition of the polymeric textile reinforcement

A series of time-history analyses is then performed at a constant time step of

dt = 0.001s. The unreinforced (URM) and retrofitted (REB) stages, i.e., the wall

with and without textile, are subjected to seven unscaled ground motion records

obtained from the PEER strong motion database [73] (Friuli, 1976; Victoria-Mexico,

1980; Northridge, 1995; Imperial Valley(E06), 1979; Chi-Chi, 1999; Imperial Val-

ley (E07), 1979; Coyote Lake, 1979). The multiscale approach is verified in terms

of accuracy against a conventional FE model built in ABAQUS [74], rendering a

very good approximation. The analysis time for the ABAQUS FE model is ca. 125

min, while the multiscale analysis necessitates only 14 min, thereby offering an 88%

acceleration in computation.

The derived in-plane displacement time-histories, calculated at the free end, are

contrasted in Figs. 12 (in-plane) and 13 (out-of-plane) for selected earthquake inputs

in the URM and REB case. The peak displacements appear reduced for the REB case

due to the strengthening functionality of the textile.

A benefit of the multiscale approach is the continual interaction between the fine

and coarse scale, which allows for estimating micro-scale quantities (such as local

strains), as well as examining phenomena of damage accumulation at the micro-

mesh level. By carrying out such an analysis, it appears that despite reduction in the

experienced peak displacements, damage accumulation still occurs. This is evident

in the hysteretic energy accumulation plot for the bottom mortar layer in Fig. 14,

albeit damage appears significantly reduced in the retrofitted case. Thus, although
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Fig. 12 In-plane displacement time histories for the unreinforced a, b, c and retrofitted e, d, f case
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Fig. 13 Out-of-plane displacement time histories for the unreinforced a, b, c and retrofitted d, e,

f case
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Fig. 14 Hysteretic energy

accumulation at the bottom

mortar layer, for the URM

case (top); and the REB case

(bottom)
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the textile composite layer succeeds in increasing the overall strength and stiffness

of the masonry wall, it need be combined with conventional measures to ensure

compliance with requirements at damage limitation performance level.

The significant reduction in computation furnished by the HMsFEM scheme is

particularly attractive with the context of an inverse analysis, as discussed in section

“Case Study-Polymeric Textiles for Seismic Retrofitting of Masonry”. Since the

analysis time is reduced by an order of magnitude in this case, it would be feasible

to consider implementation of identification techniques that are near-online, such

as Kalman-type filters, as opposed to an offline optimization procedure, such as the

GAs demonstrated earlier. This inverse problem formulation is over-viewed in [60],

where the HMsFEM scheme is coupled with an unscented Kalman filter for system

identification under availability of sparse measurements.
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Conclusions

Polymeric textiles comprise a highly effective solution for shielding cultural her-

itage structures, such as masonry or natural-stone buildings, from natural hazards

and extreme events. Motivated by an extensive experimental campaign on the appli-

cation of a polymeric textile full-cover solution on a natural-stone building, this work

outlines numerical strategies that are required for (i) the identification and charac-

terization of the resulting composite structure in the elastic and plastic regime, and

(ii) the accelerated and multiscale simulation of such systems, for facilitating opti-

mization, reliability and risk assessment tasks.

∙ Firstly, the experimental campaign and the measurements gathered within the con-

text of the EU funded project Polymast are overviewed, carried out for different

stages of the building’s life (unreinforced, damaged/repaired and retrofitted). Sub-

sequently, the aggregated measurements serve for updating, or fine-tuning, com-

putational models of the masonry-textile composite system.

∙ Initially, a finite-element based analysis is performed, adopting configurations of

varying refinement, and therefore fidelity. The numerical representations are main-

tained at a mesoscopic scale, in order to facilitate the coupling with computation-

ally intensive schemes, such as heuristic optimization. It is shown that inclusion of

refinement in the representation, increases the flexibility of the model and allows

for a better tuning to the true system and the experimental results. Nonetheless,

the analysis proves computationally costly, and almost prohibitive when cast in

the context of condition and risk assessment, i.e., when approached from a prob-

abilistic assessment viewpoint.

∙ To alleviate this issue, particularly when nonlinear dynamic analysis is required,

the Hysteretic Multiscale FEM (HMsFEM) methodology, developed in previous

works of the authors [54], is demonstrated as a viable reduced order model. The

benefits of the proposed procedure are two fold. (i) On one hand, a significant

reduction is achieved in the overall computation, in this case resulting in an order

of magnitude decrease in overall analysis time. (ii) On the other hand, and despite

reduction in computation, precision and access to the information of the finer scale

is maintained.

Naturally, the numerical scheme to be adopted should form a compromise between

computational efficiency and complexity, which depends on the target of the simula-

tion. The multiscale scheme discussed here is particularly meaningful when seeking

to perform analyses which necessitate multiple iterations or multiple samples, as is

often the case in risk and reliability assessment. Further benefits may be harnessed

when this is coupled with monitoring technologies, which deliver not only global

information, e.g., accelerations, but additionally local information, e.g., strains.
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Monitoring and Maintenance
of Customized Structures
for Underground Environments: The Case
of Gran Sasso National Laboratory

Francesco Potenza

Abstract In recent years, the monitoring and maintenance of underground struc-
tures has received increasing attention. This chapter presents a structural analysis of
two customized prototypes necessary for conducting experimental research within
the underground halls of the Gran Sasso National Laboratory (LNGS). These
structures consist primarily of a steel-framed structure built within a water tank.
Different models representing the fluid–structure interaction are also discussed. The
structural monitoring is carried out through dynamic experimental tests in different
configurations (prototype empty or filled with water) and load conditions (release,
hammer, and environmental). The experimental modal information is used to per-
form manual updating of the numerical finite element models. Finally, a possible
structural monitoring system is proposed, which consists primarily of a distributed
fiber optic sensing system for the vaults of the experimental halls of the LNGS.

Keywords Structural monitoring ⋅ Experimental test ⋅ Modal identification
Numerical modeling ⋅ Dynamic testing

Introduction

Underground structures play an essential role in the infrastructure of modern
society, and thus require comprehensive risk analysis to inform choices regarding
the adoption of suitable monitoring and protective systems. Seismically induced
vibrations are among the most important dynamic effects that must be monitored;
however, these are often neglected in the context of underground versus superficial
structures. Indeed, significant damage has been found after high-intensity earth-
quakes in both external and underground structures [1]. The collapse of the Daikai
metro in Kobe (Japan) during the Hyogoken-Nambu earthquake in 1995 [2],
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the damage observed in the Central Taiwan highway tunnel during the Chi-Chi
earthquake in 1999 [3], and damage to the Bolu gallery in Turkey discovered after
the Koceali seismic event in 1999 are notable examples. Damage to underground
structures resulting from earlier earthquakes has also been documented [4],
including the Kanto earthquake of 1923, the Izu Oshima Kinkai earthquake of
1978, and the Niigataken Chuetsu earthquake of 2004. It is also worth mentioning
cases where tunnels designed to withstand seismic input have shown good per-
formance during an earthquake, such as the Bay Area Rapid Transit (BART)
system in San Francisco, CA (USA) during the 1989 Loma Prieta earthquake. The
tunnel’s structural behavior can be reasonably approximated as an elastic beam. The
civil superficial structures are designed against the seismic load induced by ground
motion acceleration, while the tunnels must be able to support the deformation
induced by the displacement of the surrounding soil. Seismic input or the move-
ment of a fault can cause instability or liquefaction of the surrounding soil, resulting
in damage to underground structures [5]. Seismic analysis can be approached in one
of two ways: free-field deformation and soil–structure interaction. The first strategy
involves the analysis of seismically induced ground deformation in the absence of
structures or excavations. In the second approach, these deformations can be altered
if the seismic waves pass through a structure, which thus requires a suitable means
of modeling the soil–structure interaction [2]. In tunnel design, the tensions pro-
duced by three structural behaviors must be analyzed and verified: (1) axial tension
and compression induced by seismic waves parallel to the longitudinal axis of the
tunnel, (2) longitudinal bending due to the components of the seismic wave in a
transverse direction relative to the axis of the tunnel, and (3) distortion of the cross
section (roundness) produced by normal seismic waves (sussultatory component).
Comparisons between numerical and physical models in the context of these
breaking mechanisms can be found in [6–10]. In [11], analysis of the deformations
of a circular cross section is addressed, while a simplified analytical procedure for
assessing the strain induced by a seismic motion on a cross section is proposed in
[12]. In [13], the authors analyze the seismic response of circular tunnels embedded
in a poroelastic medium, which considers the influence on the internal force due to
the difference between the stiffness of the seismic joint and that of the linear pieces
of the ring. In [14], a seismic analysis is pursued in which the tunnel is modeled as
Timoshenko’s beam on elastic soil. In the latter report, the seismic waves are
widespread and parallel along the longitudinal axis of the tunnel, and the authors
found a simplified closed-form solution capable of determining the displacements,
deformations, and tensions. Numerical studies germane to the modeling of soil–
structure interaction are included in [7, 15 , 16]. In other works, structural analysis
is conducted using a two-dimensional finite element model, in which the modeling
of the soil’s constitutive behavior strongly affects the value of the internal tensions
[17, 18]. Analysis of the residual load-bearing capacity of tunnels affected by
earthquakes is discussed in [19, 20] . The first study proposes an empirical method
for assessing the seismic capacity of the tunnels, while the second illustrates the
application of non-linear static analysis (pushover) for seismic analysis and tunnel
design. Analysis of the seismic local response within tunnels is poorly represented
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in the literature, with only a few works that address the problem experimentally,
such as in [21, 22]. Finally, an additional area of research relates to structures
immersed in water, i.e. Submerged Floating Tunnels (SFT), which investigates the
effects of the soil’s asynchronous motion, transferred vertically on the different
water layers [23].

Gran Sasso National Laboratory (LNGS)

The Gran Sasso National Laboratory (LNGS) of the National Institute of Nuclear
Physics (Fig. 1) represents the world’s largest and most important underground
research center, dedicated to the study of the fundamental constituents of matter and
the laws that govern them. Inside the underground experimental halls are cus-
tomized prototypes for the experimental study of phenomena that occur very rarely
and are difficult to observe. The most fascinating questions that scientists there seek
to answer relate to the birth of the universe, the behavior of the stars, and the nature
of subatomic particles (neutrinos). Other experiments, like the last-generation
DARKSIDE and XENON, are aimed at the direct detection of dark matter particles.
The advanced technology developed for such studies could also be useful for other

Hall A

Hall B

Hall C

Highway tunnel direction Teramo – L’Aquila

Highway tunnel direction L’Aquila – Teramo

EntranceExit

Node C

Node B

Node A

Tir Gallery Tir Gallery

Auto Gallery Auto Gallery

0 15 30 45 60 m

(a) (b)

Fig. 1 General plan of the underground Gran Sasso National Laboratory. a 3D view inside the
Gran Sasso mountain. b Laser scanner of node B
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research fields, such as medical diagnosis. Currently, almost 1000 researchers from
32 countries associated with about 20 different experiments work at the LNGS.

The underground halls, located within the Gran Sasso mountain (the most
important and highest massif of the central Apennines, fully located in the Abruzzo
region), are positioned below about 1400 m of rock mass, and are accessible only
through the highway tunnel, which serves as both entrance and exit. They have
been equipped with all of the safety systems and apparatus needed for use by
authorized persons. The natural rock cover provided by the mountain guarantees the
ability to observe rare events by reducing the flux of cosmic rays. The inception of
the LNGS is attributable to the famous Italian nuclear physicist Antonino Zichichi
who obtained the public funding necessary for the realization of the underground
labs. He called the underground experimental halls “cosmic silence”. Today,
management of the underground labs is carried out by a series of services, including
the Research Division, Technical & General Service Division, Prevention & Pro-
tection Services, Public Affairs & Scientific Information, Administration and
Directorate, all under the supervision of the LNGS director. The offices of these
services are in external labs in Assergi, a small town located just outside the
highway tunnel. A set of facilities including a canteen, sheds for storage, conference
rooms, and small dorms is also located there. With these many features, the LNGS
is clearly the most important laboratory of its kind.

The underground labs consist of three large halls (halls A, B, and C; see Fig. 1)
as well as service tunnels, with a total area of about 18,000 m2. To give an idea of
the expansiveness of the labs, the dimensions of each hall are provided in Table 1.
The vastness of the experimental halls facilitates large-scale prototype experiments
which require continuous monitoring by specialized technicians. Two of the main
service tunnels, the Tir and Auto galleries, can be seen in the general plan shown in
Fig. 1. In the former, the peak of the transverse section is higher than that of the
second, because it is dedicated to the passage of large vehicles, such as tirs or
trucks, necessary for the transport of both heavy carpentry (i.e. steel structural
elements) and chemical materials used in the latest-generation experiments (e.g.
liquid argon), as well as buses used for guided tours on weekends. The Auto
Gallery service tunnel, on the other hand, is used for a shuttle that transports
researchers, technicians, and workers back and forth between the external and
underground laboratories at intervals of approximately 20 min. The underground
experimental tunnels, built in 1982, were designed by Pietro Lunardi and the main
design choices are described in his published report [24]. From a structural and

Table 1 Dimensions of the
main experimental halls

Experimental
halls

Length
[m]

Width
[m]

Height
[m]

A 100 15 16.50
B 126 15 16.50

C 100 18 18.00
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geotechnical point of view, the most important issues considered during the design
process regarded the large rock mass cover (about 1400 m) in relation to both the
rock resistance and the large dimensions of the excavations, and the very thin
coating facilities used to improve the stability of the rock provided also by special
consolidation interventions. Indeed, tests carried out to estimate the limestone
resistance showed its fragile nature, and the results of structural analysis revealed
the possibility to overcome the load-bearing capacity of the same limestones during
the excavations. For this reason, Lunardi envisioned an armed rock mass through
the insertion of passive anchors that would attach the discontinuity points and
increase the shear strength of the rock. The anchoring material is martensitic
stainless steel (AISI 420), 30.6 mm in diameter and 6–8 m in length, arranged in a
mesh of 2 m per side. In areas where the rock was more damaged, anchors 10–12 m
in length, composed of a denser mesh, were adopted.

A detailed description of the rock mass and the area affected by the underground
labs from a seismological and geological perspective can be found in the geological
report by P.G. Catalano, “I Laboratori Sotterranei, Relazione idrogeologica e
sistemi di drenaggio e canalizzazione”. The report shows that the Gran Sasso
mountain is intersected by three large and important faults, the Valle Fredda,
Fontari, and Overthrust. The last of these crosses a zone of the underground labs
called the Interferometric Station, which is composed of three minor tunnels,
arranged triangularly with vertices defined as nodes A, B, and C (see Fig. 1). The
aim of this configuration is to intercept two points of the Overthrust fault to monitor
its small displacements. A Michelson interferometer was placed along the tunnels
linking nodes A and B and nodes B and C to measure the distance between two
fixed points. Two years ago, after 15 years of monitoring, the interferometer was
removed to make room for new experimental proposals.

Numerical Modeling of the Experimental Prototypes

The underground labs represent an ideal environment in which to carry out
experiments capable of detecting very rare phenomena. As mentioned above, the
rock above the labs provides a natural filter to reduce the cosmic ray flux by a factor
of one million. However, this is not adequate, because the large detectors need to be
shielded from the natural radioactivity emitted by the rock inside the labs that could
skew measurements or jam signals. Water tanks have provided an excellent means
of shielding the detectors, which are fully immersed and protected by the dem-
ineralized water. Currently, in each underground hall there are experimental pro-
totypes—GERDA, XENON, and DARKSIDE in halls A, B, and C, respectively
—that make use of this configuration. Figure 2 presents two synthetic sketches of
the layout of the XENON and DARKSIDE experiments. Here, the structural
interactions between the main subsystems that constitute the complete prototype
will be described using various finite element models.
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DARKSIDE Experiment

The substructures that comprise the DARKSIDE experiment include a water tank,
built in 1994 and referred to as the Counting Test Facility (CTF), a sphere, within
which is placed the detector and a clean room, formed by a steel frame collocated
above the roof of the tank and completely connected to the same tank. The steel
water tank has a circular base 11 m in diameter, with a total height of 10 m and a
flat roof. The sphere, made of steel, is 4 m in diameter and is supported by a system
of four columns with circular hollow transverse section (with an external diameter
of 0.32 m and thickness of 12 mm). The arrangement and the total height of the
columns put the sphere’s center at a height of 4.60 m. The tank comprises a series
of five cylindrical shells, the first two 8 mm thick and the remaining three 6 mm
thick. The tank’s bottom sheet is made of 8-mm-thick steel, and it is entirely
positioned above a screed layer. The roof is composed of a grid of beams capable of
supporting a distributed load of 4 KN/m2. The structure that supports the sphere is
braced by a system of horizontal and oblique elements arranged in identical fashion
on each of the four sides. The bottom plates of the columns that support the sphere
are incorporated within the tank’s bottom sheet. The structural analysis aims to
reveal the tank–sphere interaction that occurs through the liquid between the two
substructures and with the tank bottom. In the following, the first two models are
implemented to analyze the behavior of the tank and sphere separately, and are
useful for simulating cases where the structures are empty or filled with liquid. Two

DARKSIDE XENON

11 m

10 m

5.5 m

4 m

4.6 m

9.6 m

9 m
10 m

4.5 m

Water Tank (CTF)

Clean Room

Sphere

Water Tank

Steel 
frame

Fig. 2 Synthetic sketches of the experiments DARKSIDE and XENON
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additional models are used to evaluate the variation in the structural performance
after coupling the tank and sphere and the construction of the clean room above the
tank. The models can also represent the possible configurations of the prototype
along its life cycle: (1) tank and sphere both empty, (2) tank empty and sphere full,
(3) tank and sphere both full. All have been implemented as linear models.

The finite element models for the tank and sphere are illustrated in Fig. 3. In
each, the geometry is the same as in the real case, while the description of the
constitutive law of the material uses the nominal mechanical characteristics of the
steel. The tank model, Fig. 3a, is completely realized using 1600 two-dimensional
elements (shells). Boundary conditions have been applied to the bottom and top
nodes. In the first, hinges have been inserted, while the top nodes linked together by
a diaphragm. In the case of an empty tank, the mass assigned to each node derives
from the self-weight of the finite elements. For the full tank, the mass of a water
column with a height of 9.60 m is distributed on each node based on the area of
influence of each element. The roof mass is concentrated in the central node on the
top. The model of the sphere, shown in Fig. 3b, comprises 2000 two-dimensional
elements used to describe the behavior of the sphere and its support. The four
columns and the horizontal and oblique braces are modeled with mono-dimensional
(beam) elements. The only boundary conditions are supports fixed to the bottom
nodes.

To simulate the full sphere, a diaphragm has been inserted that links all nodes of
the equatorial zone and the node in the sphere’s center, which is assigned the total
mass of water.

For all models, a specific weight of 8.9 KN/m3 has been selected for the dem-
ineralized water. The dynamic behavior of the two models is evaluated using modal
analysis. Table 2 shows the periods and shapes of the fundamental modes for each

Fig. 3 Finite element models: water tank (a) and sphere (b)
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model in different configurations (empty and full). The models representing empty
structures show very low periods of 0.0244 s and 0.0735 s for the tank and sphere,
respectively. Of course, the masses added to models for the water-filled structures
make the modes more flexible. Indeed, the periods increase more than threefold,
with the largest increase in the tank for which they are equal to 0.1400 s. The modal
shapes are primarily translational (T): the total translational excited mass consid-
ering only these two modes is very close to 85%. It is worth highlighting the
presence of a rotational (R) mode for the sphere for which the percentage of
rotational excited mass is nearly 80%, while the percentage is less than 1% for the
others modes.

The structural interaction between the tank and the sphere is achieved by cou-
pling the two models previously described. The interaction can occur both from the
bottom sheet and the internal liquid interposed between the two structures. With
these considerations in mind, the following details have been incorporated in the
models: (1) modeling of the bottom plate with evidence of particular meshing on
the interaction zone between the base of the sphere’s columns and tank bottom
(Fig. 4a), and (2) a diaphragm that links the center and the equatorial nodes of the
sphere with the corresponding nodes (i.e. same height) of the tank’s lateral surface

Table 2 Fundamental modes for the tank and sphere

Tank Sphere
Empty Full Empty Full
Mode T [s] Mode T [s] Mode T [s] Mode T [s]

T 0.0244 T 0.1400 T 0.0735 T 0.2254
T 0.0244 T 0.1400 T 0.0735 T 0.2254
– – – – R 0.0593 R 0.0588

(a) (c)(b)Interaction
Sphere- Tank on 

the bottom

Diaphragm linking
Sphere and Tank

1

2 3

4

Fig. 4 Plate inserted at the base of the tank (a). Models representing the tank–sphere interaction
(b) and the influence of the clean room above the tank (c)
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(Fig. 4b). In addition, vertical linear springs with an elastic coefficient equal to 1
KN/cm3 have been applied to the nodes of the bottom plate, while the nodes of the
edges of the same plate are bounded by hinges. The nodes on the top are linked by a
diaphragm. The constitutive law of the material and the mass distribution for both
empty and full configurations are the same as in the previous decoupled models.
The last model has been implemented considering the steel frame of the clean room
collocated above the tank (Fig. 4c). This substructure is modeled using only
mono-dimensional beams with the same material properties as the plate-shells used
for the tank and sphere. Table 3 displays the fundamental modes for different
configurations of the tank–sphere model (Fig. 3b). In models A and B, the inter-
action is achieved exclusively through the bottom plate. In the first model, the tank
and sphere are both empty, and in the second, only the sphere is full of liquid. In
model C, an additional interaction between the two substructures occurs through the
liquid inside the tank due to the diaphragm linking the tank and sphere (Fig. 4b). In
the first two models, the fundamental modal shapes are defined separately by the
two substructures, with the tank’s modes stiffer than those of the sphere. In these
two cases the effect of the interaction makes the sphere’s mode more flexible due to
a different boundary condition at the bottom of the columns, as illustrated in
Fig. 4a. The modes involving only the tank are the same in terms of shape and
period for both models A and B and also for the model in Fig. 3a.

In model C, only two main and translational global modes are present, with
identical periods of 0.1371. Other modes are not reported due to a very low par-
ticipation mass coefficient. Finally, in the last model, the insertion of the clean room
does not substantially alter the behavior described in model C. The effect of the
steel frame above the tank separates the two periods slightly due to the imperfect
symmetry of the frames (0.1392 s and 0.1384 s), and both become slightly more
flexible.

This comprehensive numerical analysis highlights important changes in the
dynamic behavior of the DARKSIDE prototype along its life cycle. There are no
conservative models capable of taking into account all situations, but they can be
more rigid or more flexible depending on the configuration. Indeed, the interaction
makes the tank more flexible and the sphere more rigid relative to the corresponding
independent cases.

Table 3 Fundamental modes for the tank–sphere models

Model A Model B Model C
Shape Period Shape Period Shape Period

Sphere 0.2096 Sphere 0.6076 Sphere–tank 0.1371
Sphere 0.2096 Sphere 0.6076 Sphere–tank 0.1371
Tank 0.0244 Tank 0.0244 – –

Tank 0.0244 Tank 0.0244 – –
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XENON Experiment

The configuration of the XENON experiment is very similar to that of the
DARKSIDE. The tank is cylindrical in shape, with a roof in the shape of a truncated
cone. The steel frame collocated inside the tank that supports the cryostat has a
quadratic layout plan and a total height of 10.30 m (Fig. 2). There are three ele-
vations, with the first two approximately 3 m in height and the third about 4 m. In
the latter, the columns are slightly inclined from the vertical. The model is intended
to describe the fluid–structure interaction in order to assess the effect of the sloshing
modes on the internal substructure.

Finite element models (Fig. 5a) were implemented using two-dimensional ele-
ments (plate) for the tank’s lateral surface and for the elements of the internal steel
frame, while the liquid was modeled using solid elements (brick). Nominal

brick

plate

1b
2b

3b4b

2p1p

(a) (b)

(d)(c)

Fig. 5 Finite element model representing the XENON prototype (a). Modal shape involving only
the brick elements, sloshing (b). Sectional planar view of the meshing (c). Internal boundary
condition between brick and plate (d)
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mechanical characteristics were used for the steel, while the elastic modulus, E, and
the Poisson coefficient, ν, for the brick elements were calculated by setting the bulk
modulus, Kv, and the shear modulus, G, equal to 2.11 GPa and close to zero,
respectively. Indeed, considering the material as elastic, linear, isotropic, and
homogenous, the following expressions can be applied:

Kv =
E

3ð1− 2vÞ½ � G=
E

2ð1− 2vÞ½ � ð1Þ

where 6.33e-5 GPa and 0.499995 are obtained for E and ν, respectively, on the
basis of these hypotheses, a Poisson coefficient very close to 0.5 is representative of
an incompressible material. The main choice of model is related to the internal
boundary condition between brick and plate elements. Figure 5d shows, from a
bird’s-eye view, a generic brick element adjacent to a plate element belonging to the
lateral surface of the tank. In this case, the nodes of the plate (1p and 2p) do not
correspond to those of the brick (1b and 2b), but they have been separated along a
radial direction a distance equal to 1 mm. The constraint inserted between these
nodes is such that the displacements are only equal in radial directions. The same
constraints have been applied between the plates of the internal steel frame and the
brick elements. In this last case, displacements are equal only in the normal
direction of the plate surface. The nodes on the base have been fixed in all six
degrees of freedom. It is worth noting that to facilitate the internal meshing
(Fig. 5c), the geometry along the height of the steel frame has been approximated,
especially in the last elevation. This model is able to reproduce modal shapes very
similar to the sloshing modes, as is clearly visible in Fig. 5b. One of the main
modes, with a modal shape involving only the brick elements, is reported in the
latter figure. In this case, the period is very high (about 3 s) and therefore very far
from the range of periods observed in the previous case (about 0.13 s). Based on
these results, the effects of the impulsive and convective motion can be decoupled
and analyzed separately. In a spectral response analysis, the contribution of these
modes could reasonably be neglected due to their high period values.

Dynamic Testing and Structural Monitoring

Among the different methods used to certify the suitability of a new structure,
dynamic tests constitute an attractive and non-destructive procedure that is widely
used, especially in the area of scientific research [25–27]. After construction of the
sphere, 2 days of an experimental campaign were carried out to assess its dynamic
behavior. The tests on the first and second day were carried out with the sphere
empty and full, respectively. The general setup consists of two mono-directional
accelerometers (Columbia SA-107LN, full-scale ±2 g) and a dSPACE 1103 PPC
controller board that is used for data acquisition. The experimental setups, designed
to extract the largest amount of information possible, are as follows. In setup 1, one
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accelerometer was placed on top of the sphere (north pole, position 1 in Fig. 6a)
and the other was placed above a column (position 3 in Fig. 6a), and both were
positioned in X-direction. In setup 2, the direction of the accelerometer in position 1
was changed from X to Y, while both the position and direction were changed
(position 2 in Fig. 6a and Y-direction). These setups are the same for both the
empty and full configurations, and they are designed primarily to estimate the main
modal frequencies for the translational mode in the X-direction (setup 1) and
Y-direction (setup 2). In addition, the measurements recorded by the accelerometers
in positions 2 and 3 have been processed to assess the frequencies associated with
the torsional modes. Figure 6b and c shows two photos of the accelerometers in
positions 1 and 2 or position 3, respectively. During each day of the experimental
campaign, release, hammer, and environmental dynamic tests were performed. In
the first case, a displacement in X and Y directions for setups 1 and 2, respectively,
was quasi-statically imposed and then suddenly released. In the hammer test, a shot
in the head of the column was given in X and Y directions for setups 1 and 2,
respectively. The third experimental test involved 15 min of data acquisition in the
presence of environmental noise. In Fig. 7, for the sake of brevity, the FFTs carried
out on the registrations obtained in the empty configuration are shown only for the
release and hammer tests for both setups 1 and 2. Nevertheless, these results pro-
vide enough information to understand the experimental dynamic structural
behavior. Indeed, Fig. 7a and b clearly shows the main picks for the release and
hammer tests, respectively, using the arrangement in setup 1. In these two graphs,
the only pick visualized for the accelerometer placed in the north pole (continuous
line) corresponds to 3 Hz, while for the accelerometer placed above the column
(dashed line), two picks corresponding to 3 Hz and 11.33 Hz are evident. Conse-
quently, it would seem reasonable to attribute the 3 Hz and 11.33 Hz frequencies to
the first translational mode in X-direction and the first torsional mode, respectively.
Similar results are found for the graphs in Fig. 7c and d for the release and hammer
tests, respectively, carried out for setup 2. Indeed, the torsional mode appears to be
11.3 Hz, more or less, while the main mode in Y-direction is collocated in 2.67 Hz.
Given the symmetry of the structures in elevation and the reliability of the nominal
values of the steel’s mechanical characteristics, differences between the frequencies

1 2

3

1
2-3

(a) (b) (c)

Y

X

Fig. 6 Generic setup for the experimental tests (a). Photo of the accelerometers collocated in
position 1 (north pole, b) and in positions 2 or 3 (column, c)
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of the two main translational modes—which should be the same—may result from
the constraints at the base of the columns. Thus manual updating of the model has
been performed by varying the elastic coefficient of the vertical linear springs
inserted under the nodes of the bottom plate. Model A, described above (both tank
and sphere empty), has been improved, and good agreement is obtained between
the main numerical and experimental modes whose model shape involves only the
sphere (see Fig. 8, in which, for simplicity, only the sphere’s deformation is
reported because the tank remains un-deformed). It is worth noting that even if the
difference for the torsional mode is quite high (approximately 20%), the result may
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Fig. 7 FFTs of the experimental tests on the sphere: release in setups 1 (a) and 2 (c) and hammer
in setups 1 (b) and 2 (c)

(a) (b) (c)

First traslational mode
0.37 s (numerical)

0.37 s (experimental)

Second traslational mode
0.33 s (numerical)

0.33 s (experimental)

First torsional mode
0.07 s (numerical)
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Fig. 8 Main numerical modes of the updated finite element model. View from above
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be acceptable due to the very low period, which is difficult to change numerically
and measure experimentally.

The structural monitoring is intended to be used to measure observable physical
quantities on structures over a long period, from which information capable of
describing the structural behavior can be extracted that could also be useful for the
identification of damage [28–34]. Today, the key progress in the field of sensor
technology, telecommunications, and information technology facilitates the devel-
opment of the latest generation of instruments that improve the entire process.
Among the different types of sensors (accelerometers, extensometers, inclinome-
ters) fiber optic sensing represents an innovative instrumentation that is very sen-
sitive to both environmental (e.g. temperature) and mechanical external forces.
Fiber optic sensors have several advantages over traditional sensors, especially with
regard to static structural monitoring. For instance, they are very compact, and
sometimes can be embedded within the material. They are immune to electro-
magnetic interference, as there is no need for electric power, and because they are
composed of glass, they do not induce electric currents. They exhibit high reso-
lution and accuracy, as well as stability, and installation over long distances is
possible. The most important types are fiber Bragg grating (FBG) systems, which
are punctual sensors capable of measuring the deformation in points where they are
collocated [35–38], and Brillouin optical time domain reflectometry (BOTDR),
which measures deformations along the whole length of the fiber [39]. The latter
technology could be applied to carry out static monitoring of the main vaults of the
underground galleries of the LNGS. This system will make it possible to observe
both transverse and longitudinal deformations due to the very low strain expecta-
tions. Moreover, the fiber optic could be integrated with a network of accelerometer
sensors placed in appropriately selected points and capable of recording
micro-tremor induced vibrations. The fusion of data measurement and the resulting
information obtained should enable the assessment of any failure or relaxations of
the ties in the vaults due to natural degradation phenomena. The accelerations
recorded by sensors placed on the ground in each experimental hall could also be
useful for assessing probabilistic earthquake hazard.

Conclusions

In this chapter, issues concerning the design, monitoring, and maintenance of
underground structures have been analyzed. Particular attention has been paid to the
effects induced by seismic excitation. The case study of the Gran Sasso National
Laboratory of the National Institute of Nuclear Physics, the largest and most
important underground research center in the world, has been presented. In this case
the two main points discussed have been the possible choices for describing the
behavior of customized structures used as experimental prototypes and the struc-
tural monitoring of the underground experimental hall vaults. In the first case,
different finite element models, successively updated based on information derived
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from dynamic experimental tests, have been implemented, while in the second case,
a monitoring system comprising fiber optic sensors and accelerometers has been
proposed. Finally, an important open issue remains the difficult probabilistic
assessment of earthquake intensity in the underground structure, due mainly to the
lack of experimental recorded data.
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